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ABSTRACT

There are two broad approaches to the management of disease. One is largely empirical,
driven by experience and practice. The other, which is the focus of this review, is
designed around an epidemiological framework in which the mechanisms responsible for
an epidemic are identified and used to target, improve and deploy methods to reduce the
risk of disease. This, in turn, demands an understanding of the processes that control
the invasion and persistence of inoculum and disease. The review is driven from recent
experience on soil- and air-borne disease, including disease transmitted by vectors, as
well as insights gained from animal and human disease. It addresses the management of
disease within single fields as well as the regional deployment of control. Hence we seek
to answer questions such as: how much inoculum is required to initiate a focus, what is
the minimum amount of infection needed to initiate an epidemic, through to, how can a
new disease invade, will it persist and, if not, what is the time to extinction? Success
depends on balancing biological detail with epidemiological insight in order to capture
the essential dynamics of epidemics. We begin with a simple non-linear model for the
transmission of infection that incorporates primary and secondary infection, together with
changes in host susceptibility. By fitting the model to data for biological control of a
damping-off disease, we show how to identify which epidemiological mechanisms are
targeted by the control agent and how these might be enhanced. Variability in the success
of biological control is captured in a stochastic version of the model, which allows pre-
diction not only of the average level of disease but also the risk of failure. The model has
broad applicability to a range of diseases and types of control. Host growth is shown to
be important not only in controlling the supply of susceptible tissue but more subtlely in
speeding up or slowing down epidemics as plants respond to disease. Methods are pro-
posed to link inter- and intra-seasonal dynamics in the presence of sudden disturbances
characteristic of sowing and harvesting of crops that are an integral part of agricultural
production but frequently ignored in epidemiological analyses. Methods are described to
extract epidemiologically important information from complicated models. Simplification
again leads to criteria for the risks of invasion and persistence of inoculum and disease.
The invasion of fungicide-resistant isolates is discussed and methods described to predict
extinction times for resistant strains. The spatial structure of susceptible crops is then
considered, with attention focused on metapopulations to describe the spread of disease
in the landscape. Finally we discuss criteria for invasion and disease management in
dynamical landscapes, when susceptible crops are rotated and the connectivity between
contiguous fields of susceptible crops changes. The connectivity between susceptible
crops leads to a discussion of percolation for which we show that there is a critical proba-
bility for transmission between neighbouring fields for disease to spread.

I. INTRODUCTION

Epidemics are highly non-linear. They involve a hierarchy of scales. They are
inherently stochastic and they occur in heterogeneous environments. Few
growers, however, would seek the advice of a mathematician in deciding how to
manage disease! Empirical field trials, together with surveys of farm practice,
still largely govern the way that we manage disease. These strategies are often
successful, but the chances for mistakes are considerable and success is often
transient. Unexpected outbreaks of disease still occur: control is incomplete,
short lived, uneven and patchy. The parasite is also subject to large selection
pressures. Genetical resistance frequently breaks down. Resistance to fungicides
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is a recurrent and serious problem, while biological control remains beguilingly
unsuccessful.

Underlying many of these problems are the concepts of invasion and persist-
ence. We still do not understand why some diseases take off and others do not,
or why some races persist while others disappear. Yet this is fundamental to the
management of disease. Invasion starts at the microscale around a single plant
with the arrival of inoculum. It extends to the expansion of a disease patch, to
multiple patches in a field and on up to the regional spread of disease. Most crop
management is aimed at controlling disease in a single field, or equivalently a
glasshouse, plantation or orchard, but this requires some understanding of the
smaller-scale processes that lead to epidemic development. How much inocu-
lum is required to initiate a focus? How fast can a focus expand? Why do foci
appear and disappear? What is the minimum amount of infection needed to initi-
ate an epidemic or to sustain crop loss? Management of disease also encom-
passes regional deployment of control, in order to minimise the risk of spread of
pesticide and varietal resistance or the spread of a new disease (Fry et al., 1992;
Zhu et al., 2000). Important questions are: Can a new race invade? How long
will it take to invade? Will it persist? Will it coexist with the wild type? What is
the time to extinction?

To answer many of the questions posed above, it is necessary to identify the
spatial and temporal dynamics of disease that underlie invasion and persistence.
This is far from trivial because it encompasses not only the dynamics of the
pathogen, but also those of the host and frequently too of vectors or of specific
microbial antagonists, all interacting in a variable environment. How can we
construct a theoretical framework? Using recent experience drawn from our
work on soil- and air-borne disease, including disease transmitted by vectors as
well as animal and human disease, I present some suggestions. In doing so, I
wish to make four points:

1. simple non-linear models can be used to capture the temporal dynamics of
epidemics in a way that enables us to identify criteria for invasion;

2. variability plays a key role in both invasion and persistence of disease and
can be represented in relatively simple stochastic models;

3. host growth also affects invasion and persistence and can easily be incor-
porated into epidemic models;

4. the models must be elaborated to include spatial variation in order to predict
the regional risk of disease.

The literature cited is selective. It is designed to support the principal ideas and
to introduce the reader to literature in related disciplines.

II. CAPTURING THE ESSENTIAL DYNAMICS OF EPIDEMICS

Capturing the essential dynamics of epidemics involves making difficult deci-
sions about what to include and what to leave out. Decisions encompass how
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much biological detail to include in the model, what dynamical issues have to be
addressed and how the model will be used. Here I focus on invasion and
persistence and on variability within and between epidemics. Some of the prin-
cipal biological and dynamical considerations, together with applications, are
summarised in Table I.

Decisions about the biological and dynamical issues and the use to which the
model will be put lead naturally to model structure. Much has been written about
modelling strategy in epidemiology and ecology. It is not wise to be overly pre-
scriptive about model structure: needs and fashions change. So does technology,
especially the power of computers — opening up new possibilities of analyses.
Nevertheless, the arguments for parsimony, keeping the numbers of parameters
and variables in the model as few as possible, are compelling because it gives
some chance of identifying which demographical factors are important in con-
trolling the epidemic. Early excursions into multivariate and multiparameter
models, with the advent of fast computers towards the 1970s, were exciting and
offered much promise (Waggoner and Horsfall, 1969; Waggoner et al., 1972).
These multivariate, multiparameter models, however, have proved rather
intractable for practical and strategic use in controlling disease. Current preoccu-

TABLE I
Summary of biological and dynamical considerations for construction of
epidemiological models, together with selected applications

BIOLOGICAL ISSUES: WHAT SHOULD BE INCLUDED IN THE MODEL?

Dynamics of inoculum,

Dynamics of primary infection from resident inoculum or immigration,

Dynamics of secondary infection between infecteds and susceptibles,

Host dynamics including the rate of production of susceptible tissue,

Host responses to infection, including the effects of disease on the supply of susceptible
tissue,

‘Quenching’ due to change in host susceptibility or onset of unfavourable conditions,

Vector or antagonist dynamics,

Genetical structure of the parasite population,

Definition of scale for the susceptible and infected units, ranging from lesions, leaves,
roots, stems, single plants to whole fields.

DYNAMICAL ISSUES

Non-linearity (small changes that have big effects on epidemics)
Stochasticity (chance variation within and between epidemics)
Spatial heterogeneity (local and regional changes that affect spread)
Temporal heterogeneity (daily and seasonal changes that affect spread)
More than one scale (from micro- through field to regional scale)

APPLICATIONS OF THE MODELS: WHAT WILL THE MODEL BE USED FOR?

To predict invasion of a new pathogen or race.

To predict the consequences of control strategies on:
— invasion and persistence;

— crop loss.

To predict the risk of disease.
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pations now centre upon whether or not models are: deterministic or stochastic,
non-spatial or spatial, as well as the degree of biological complexity of the
models. The latter varies with objective and scale. In tracing the continental
spread of a parasite, it may be sufficient to treat fields of susceptible crops as
susceptible or diseased. Finer detail about the level of infection within individual
fields may be superfluous (van den Bosch e al., 1999; Zadoks, 1999) when we
simply need to know whether or not a field is capable of infecting its neighbours
and for how long the risk continues. To predict the effectiveness of a biocontrol
agent in a horticultural crop, however, it may be necessary to include more detail
about spatial pattern and amplification of the hyperparasite, for example to con-
sider what happens at the level of the individual plant (Bailey and Gilligan,
1997) as well as in a population of plants. The question of scale has so far
received relatively little formal treatment in botanical epidemiology (Onstad,
1992; Onstad and Kornkven, 1992; Thrall and Burdon, 1999; Zadoks, 1999),
although it sits centrally in ecological theory (Newman and Watts, 1999; Levin,
2000; Mack et al., 2000). It will undoubtedly become more important as we
consider modern approaches to epidemiology.

A. ASIMPLE MODEL

Conventionally, epidemiology has concentrated on modelling diseased (or
infected) tissue leading to simple deterministic models for monotonic growth,
such as the monomolecular, logistic or Gompertz models (Campbell and
Madden, 1990; Kranz, 1990; Hau et al., 1993). Many of the models can be
solved analytically and have provided very useful methods for comparing the
effects of treatments on the dynamics of disease (Gilligan, 1990a,b). Now,
however, most models are derived from within a generic framework for the flow
of tissue through different states from susceptibles to infecteds and ‘removals’.
Some examples are shown in Fig. 1. The formulation is not new: variants of the
SIR format were used skilfully and elegantly in medical epidemiology at the
beginning of the last century (Kermack and McKendrick, 1927) to predict
thresholds for disease and were introduced in botanical epidemiology by several
key workers (Vanderplank, 1963; Zadoks, 1971; Jeger, 1982), but they have only
more recently become widely established (Campbell and Madden, 1990). They
can be elaborated to allow for extraneous sources of infection, notably primary
infection from a reservoir of inoculum in soil or immigration in aerial disease
(Fig. 1). Although this approach appears to distinguish them from human and
animal disease, it turns out that botanical epidemiology can introduce useful
concepts into the broader area of epidemiology. One important feature in using
the models is the selection of an appropriate and measurable host unit (Table I).
This may be an entire plant, but more frequently it will be a leaf, stem or root, or
perhaps an arbitrarily defined area of tissue. Where there is significant lesion
growth, the form of the model can be adjusted to take this into account. A math-
ematical treatment of this is given in Gilligan and Kleczkowski (1997).
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Fig. 1. Schematic representations of an SIRX model for the flow of susceptibles (S)
to infecteds (/) and removals (R), with external inoculum (X). An individual defines the
unit of population: it may be a plant but more frequently it will be a stem, leaf or root. (a)
Simple scheme showing two sources of infection: primary infection through contact
between susceptibles with external inoculum and secondary infection represented by
contact between infected and susceptible individuals. (b) Some elaborations of the
scheme are shown with (i) an additional compartment for latent (E, exposed) infection,
(ii) vital dynamics (birth and death) of the susceptible host population, (iii) pathogen-
induced death of infected hosts, (iv) disease-induced host dynamics, and (v) quenching of
the infection rates.

This is not the place for an exhaustive treatment of models, instead I select
below some examples for illustration. We begin with a model for primary and
secondary infection with ‘quenching’ due to change in susceptibility of the host.
The model is given by:

% = (rpX + 1 Ds(t)(N - 1), (1)
in which r, and r, are the rates of primary and secondary infection respectively,
X is the density of initial inoculum, N is the total number of hosts, [ is the
number of infected hosts and s(¢) is a measure of the change in susceptibility of
the host. Kleczkowski ef al. (1996) first used a model of this form to characterise
the effects of the inclusion of a biocontrol agent, Trichoderma viride, on the
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spread of damping-off disease of radish caused by Rhizoctonia solani. Two
important features emerge from the analysis:

1. ‘quenching’ in the form of the characteristic change in susceptibility of the
host, here represented simply by s(¢) = s,exp(—at), can have a profound effect
on the epidemic, limiting the asymptotic level of disease far below the
notional carrying capacity of I = N;

2. small changes in the parameters or in the initial conditions can lead to
markedly different levels of disease. This dynamically generated variability
(Kleczkowski et al., 1996) reflects the response of disease to small environ-
mentally controlled variations, and is discussed below.

Restriction in the carrying capacity below the upper limit of the total number of
plants or plant parts has, of course, long been recognised (Jeger, 1984, 1986) but
it has frequently been ignored in the analysis of epidemics (see the treatment in
Gilligan, 1990b), leading to erroneous conclusions about disease dynamics. This
is simply shown when model fitting is used to infer the effect that a treatment
such as a fungicide has on disease control. Naively assuming that the epidemic
can achieve 100% infection for all treatments by ignoring changes in suscepti-
bility of the host can lead to assumptions that control is influencing one of the
rate parameters, when it is really influencing the rate of change of susceptibility
of the host. Basing future control strategies on a misconception about which
parameter is affected will lead to wasted effort in research and possibly failure in
control. Careful thought about the biology can usually avoid this, although
parameter estimation for epidemiological models is still in its infancy.

B. INTRODUCING VARIABILITY

The model for primary and secondary infection, as with most others, can be
written in stochastic form (Gibson et al., 1999) to take account of demographic
stochasticity, that is in the chance differences between repeated challenges of
susceptibles by inoculum or infecteds. Thus, the probability that a new infection
occurs in a short time interval is given by:

Pr{l(t +dr) = 1(2) +1] = (r, X + r, 1(1))s(t)(N - 1())dz. )

Although this equation is similar to eqn (1), it is easy to show that the deter-
ministic and stochastic models are not the same. Using ( ) to denote expectation
or averaging, we rewrite eqn (2) to compare it directly with eqn (1) as

d{r)
o <(rpX +r,Ds(t)(N =1)). 3)
By multiplying out the right-hand sides of eqns (1) and (3) it is easy to show that

since ( ) = ( I )* (i.e. the mean of the squares is not the same as the square of
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the mean) the deterministic version is not merely the average of the stochastic
version and the two models differ. The difference arises because of the intrinsic
nonlinearity of the model (conferred by the terms in /). It leads to a richness in
analysing epidemics but also to a source of confusion between the two forms.
Following earlier work by Kleczkowski et al. (1996) for the deterministic model
in which parameters were allowed to differ between epidemics, Gibson et al.
(1999) used a demographic stochastic model to analyse the evolution of the
probability distribution for replicate epidemics of damping-off. This is important
for two reasons:

1. it allows us to model the variability between epidemics and so to predict the
risk of disease under different conditions;

2. it allows prediction of the proportions of sites, which may be fields, that will
have no disease as well as providing measures of the average levels of
disease as they change over time.

The results are illustrated in Figs 2—4. Inspection of the average disease progress
curves (Fig. 2(a)) shows that the biological control agent inhibits disease
progress. Many studies would stop at this and assert a treatment effect usually
with a simple analysis of variance or #-test for final levels of disease. Inspection
of the individual disease progress curves for each replicate epidemic, however,
provides much more insight into the dynamics of control (Fig. 2(b)). Clearly
there is a large amount of variability among replicate epidemics. Sometimes the
biocontrol agent controls disease very well, while at other times it does no better
than in most of the uncontrolled epidemics. Conventionally, experimentation has
been designed to minimise variability within treatments. This has been done for
very good reasons, in seeking to detect variability between treatments.
Unfortunately, this leads inexorably to a focus on average disease progress
curves and so hides the intrinsic variability of the system, which is ‘the very
stuff” of epidemics.

Variability is one of the most striking features of epidemics. No matter how
carefully we control conditions, variability within and between epidemics per-
sists. Variability occurs, of course, in the field and in field trials, but also in
microcosms in the laboratory. Historically this variability has been attributed to
environmental factors: temperature fluctuates, soil conditions differ from site to
site, or varieties differ in susceptibility. Undoubtedly these are all true, but
underneath lies a set of demographic rules by which pathogens and their hosts
interact. These interactions are inherently stochastic (Shaw, 1994). They are
governed by the probability of contact between inoculum and susceptible hosts,
by variability in latency and in infectiousness. It is upon this demographic stoch-
asticity that environmental variation interacts. I therefore argue that if we under-
stand the population interactions then we can begin to understand variability and
perhaps to improve the management of disease.

By fitting the stochastic model given in eqn (2) to data from experiments
even with relatively low levels of replication, it is possible to predict what will
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Fig. 2. (a) Data for the average
disease progress curves for the colo-
nisation of radish seedlings by R. solani
show that the presence of the biological
control agent, Trichoderma viride, can
slow the epidemic, but the averaged data
hide the variability between replicates,
shown in (b) and (c).
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happen in a large number of replicate epidemics and, hence, from this to predict
the risk of disease (Gibson et al., 1999). Figure 3 shows the evolution of the
probability distribution for damping-off of radish by R. solani in the presence or
absence of T. viride. Now we see that T. viride is successful in deflecting the dis-
tributions downward towards zero, but that while there are likely to be startling
successes in the biological control of disease, there will also be startling failures.
This occurs because of the inherent variability of the system, which affects the
chance of infection. Moreover, because epidemics are non-linear, small changes
at a crucial stage in the epidemic can lead to large differences later on as disease
progress curves diverge, even under highly controlled conditions.

Gibson et al. (1999) used maximum likelihood estimation to identify which
epidemiological parameters were most affected by the addition of the biological
control agent. There were three parameters, the rate of primary infection (r,), the
rate of secondary infection (r,) and the rate of quenching (a), from which r,
emerged as the most likely candidate. (The parameter s, was subsumed into r,
and r, since it was assumed to affect both equally.) It is important to note,
however, that the identification of r, as the critical parameter affected by
T. viride depends on the model, and, of course, the data. The model fitted here
(eqn (2)) is presented in demographic, stochastic form. That is, each new infec-
tion is a chance event, governed by the epidemiological parameters (,, r, and a)
which are assumed to be constant through time and across all replicates. In the
earlier work (Kleczkowski et al., 1996), we analysed the model based on eqn (1)
for a specific form of environmental stochasticity, in which we assumed that one
or more of the parameters differed from replicate to replicate. This may occur
because of small differences in growth conditions between the replicates. Under
this assumption, Kleczkowski et al. (1996) showed that it was possible that s,
may have been differentially affected by the biological control agent (Fig. 4).
This implies that both r, and r, may have been affected. The models represent
two contrasting systems for demographic and environmental stochasticity in
which the parameters are assumed to be constant (Fig. 3) or differ (Fig. 4)
between replicates. Inevitably, disease in the field will reflect both environmen-
tal and demographic stochasticity. Finding that more than one model fits the
same data is not unusual, and neither does it impugn the modelling approach,
providing it is rigorously done. What is of practical importance is the ability to
predict variability among replicate epidemics over time. Each model allows the
computation of this once the parameters are estimated from the data.

Disentangling the underlying mechanisms for how biological control occurs
demands additional experimentation at the individual level. Support for this con-
clusion comes from independent experiments in which we monitored the proba-
bility of infection of individual plants in the presence and absence of 7. viride.
These experiments characterise the pathozone dynamics (Bailey and Gilligan,
1997; Gilligan, 1985) of infection and showed that 7. viride could control the
dynamics of primary infection (Fig. 5), whereas there was no effect on patho-
zone dynamics for secondary infection. Consistency in this form between
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Fig. 3. A demographic stochastic model allows the estimation of the evolution of the
probability distribution for the replicate epidemics of damping-off disease of radish by
Rhizoctonia solani over time. Lightly shaded boxes represent experimental data. The
presence of a biological control agent, Trichoderma viride, skews the distribution but still
fails to control some epidemics. Data and analyses from Gibson et al. (1999).
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Fig. 4. The figure shows the result of fitting a deterministic model, but with
allowance for small differences in parameter values between replicate epidemics,
sufficient to give dynamically generated variability (Kleczkowski et al., 1996). Smooth
curves show median and 95% intervals predicted by the model under the assumption that
s varies by = 31% in the absence of T. viride (a) and by = 65% in the presence of
T. viride (b). Reproduced with permission from Kleczkowski et al. (1996).
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Fig. 5. Spatio-temporal dynamics of the pathozone for primary infection of radish
hypocotyls by inoculum of Rhizoctonia solani in (a) the absence and (b) the presence of
the biological control agent, Trichoderma viride. The dots represent experimental data
and the surface is a theoretical approximation obtained by fitting a three-dimensional
non-linear model to the data. The surface shows how the probability of infection changes
over time and distance from the host. The dip close to the host arises because of
disruption of the fungal hyphae as the seed germinates. Hyphae from more distant
inoculum arrive after disruption is complete. Adapted, with permission, from Bailey and
Gilligan (1997).
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individual-based and population-based experiments therefore currently favours
the analysis based on demographic stochasticity, but more work is under way to
assess the evidence.

C. INTRODUCING MORE BIOLOGICAL COMPLEXITY

The simple models introduced above ignore the dynamics of host growth in
which the availability of susceptible tissue changes throughout the season as
new leaves and roots are produced, grow and senesce. These dynamics can be
captured in two main ways. First is a simple host—parasite model that keeps
track of the biomass, density or, less frequently, numbers of hosts (which may be
whole plants, leaves, roots or other root organs) and measures of the parasite
biomass (usually assessed as lesions, and less frequently as spores) (Gilligan
and Kleczkowski, 1997; Gubbins and Gilligan, 1999). A second and more
widely used framework is the compartmental, SEIR, format in which plant
organs pass through notional compartments as they become susceptible (S),
exposed but not yet infectious (E), infected and infectious (/) and removed (R)
through death or exceptionally recovery (Gilligan, 1994). The elaboration of the
models comes at the cost of additional parameters which have to be estimated.
These include the latent and infectious periods, birth and death rates for the host
and the transmission parameter, together with the parameters that capture the
effect of disease on host growth. Of these the transmission parameters and the
host-response parameters are the most difficult to estimate.

Here, for brevity, I neglect the latent and removed class and merely expand
the model to S and I with free-living inoculum (X), following Gubbins et al.
(2000),

‘cil—‘j =r(S,1,X) - Xf,(S,X) - If (S, D),

%=Xfp(S)X)+1f?(S’I)_.uIs (4)
dX

— =gl - hX.

dr §

This model incorporates terms for primary and secondary infection (f,(S,X) and
fi(S,D) in the form of functional responses of the pathogen to changes in host
density (Antonovics et al., 1995). They can equally well be represented by
forces of infection A(S,X) and A(S,/). The two forms are related for secondary
infection by If,(S,]) = A(S,I)S: preference for one or the other depends on mathe-
matical and conceptual convenience (Gubbins et al., 2000; Park et al., 2001).
Sometimes one form can lead to more intuitive understanding of underlying epi-
demiological mechanisms than the other. For example, Gubbins and Gilligan
(1997b) have argued that the functional response leads to a more transparent
analysis of invasion behaviour when there is a non-linear contact between host
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and parasite (see section V.B.2). Host reproduction is represented in eqn (4) by
the function, r(S,7,X), which includes the effects, if any, of a host response to
infection load (see section II.C.1, with further detail in Gilligan (1994) and
Gilligan et al. (1997)). The parameter u is the death rate for infected hosts and
includes both natural and disease-induced mortality, g is the parasite reproduc-
tion rate and £ is the parasite death rate.

1. Balancing Host Growth, Primary and Secondary Infection

A simpler version of the model in eqn (4) was used by Bailey and Gilligan
(1999), together with analysis of field and microcosm experiments to identify
crucial phases in the dynamics of take-all disease in wheat. Here the supply of
susceptible host tissue is an important determinant in the dynamics of disease.
The analyses show that there are two phases in the dynamics of epidemics of
take-all (Fig. 6). There are:

1. an initial phase of primary infection by Gaeumannomyces graminis as
seminal roots grow through the soil and encounter inoculum;

2. a second phase in which there is an accelerating rate of secondary infection
stimulated by the increase in the availability of infected tissue, as a source of
secondary inoculum, and the availability of more susceptible tissue for infec-
tion (Bailey and Gilligan, 1999).

The model for take-all is given by:

dN
= N),
ar r, f(N)

I

- (r,x +r,1)s.
= - X,

a

where N = § + I. The model exhibits a cascade from the dynamics of inoculum
which controls primary infection that in turn influences the cycles of secondary
infection. Both types of infection depend on the rate of supply of susceptible
tissue to infect (Fig. 6). Here we assume that inoculum for primary infection
comprises a reservoir of colonised fragments of host tissue that is replenished
upon harvest and cultivation at the end of the season. Thereafter, the reservoir
decays monotonically during the ensuing growing season. This effectively
quenches the rate of primary infection. Depending on the relative rate of
secondary infection, this can lead to a temporary plateau in the dynamics of
disease (Fig. 6) that reflects the balance of demography of wheat growth and
infection and not, as many had thought previously, simply reflecting an environ-
mentally-induced delay associated with lower temperatures in the winter. The
plateau is therefore a demographic feature of the epidemic and not simply an
environmentally forced freezing of dynamics. The plateau of primary infection is
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Fig. 6. Schematic representation of the epidemiological significance of successive
phases of primary and secondary infection in the dynamics of take-all disease of wheat.
The initial phase of primary infection arises from inoculum that survives on previously
colonised root and stem material from the previous crop. This source of inoculum decays
over time so that primary infection is restricted to the early phases of host growth. The
amount of primary infection and the availability of susceptible adventitious roots each
influence the subsequent phase of secondary infection, and whether or not primary
infection ‘takes off”.

the springboard from which secondary infection takes off as more adventitious
roots are produced in the spring (Bailey and Gilligan, 1999). Now the plant has a
chance to grow away from the infection if it can produce roots fast enough.
Knowledge of the balance between these two phases is currently being used to
optimise novel chemical and biological methods for disease control (Colbach et
al., 1997; Schoeny and Lucas, 1999). It follows that the amount of inoculum
available for initiation of primary infection is an important determinant of infec-
tion that can cascade all the way up the epidemic to influence the final level of
disease (Fig. 6).

2. Primary Infection and the Initiation of Soil-borne and Aerial Epidemics

For many soil-borne pathogens, within-season dynamics may be regarded as
yielding an amplification of primary inoculum for infection of the next suscepti-
ble crop. That is, inoculum remains trapped within the decaying plant until it is
released by cultivation. Many, indeed most, pathogens continually replenish the
reservoir of inoculum during the epidemic as resting spores are released from
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dying hosts. This can lengthen the phase of primary infection. It can also lead to
the initiation of new foci as inoculum disperses to new fields. A critical balance
between primary and secondary infection is important not only for soil-borne
pathogens but also for many aerial pathogens in which there is a reservoir of
inoculum that initiates primary infection. Here primary infection refers to immi-
gration of inoculum from outside the system, for example from potato clamps
for Phytophthora infestans or long-distance movement of spores of Puccinia
striiformis (Hovmgller et al., 2002). Gibson (1997) has also shown how to dis-
criminate primary from secondary infection using two snapshots of disease maps
in the dynamics of Citrus tristeza virus. This external input of inoculum estab-
lishing new foci of infection can greatly increase the spread of epidemics into
new areas, whether at the within-field scale or between-fields. Rapid establish-
ment of daughter foci throughout England and Wales has been shown to have
greatly speeded the spread of disease in the recent foot and mouth epidemic in
the UK (Keeling et al., 2001). Each new introduction is surrounded by suscept-
ible hosts, allowing rapid local intensification. Comparable situations occur in
many plant diseases. An example is given in Fig. 7 for the spread of rhizomania
disease in the UK. The figure shows the results of a stochastic, spatially explicit
model identifying three foci of infection (upper right figure) that correspond
with reported cases. The sites of primary infection are thought to represent intro-
ductions of the disease carried on seed potatoes from continental Europe.

3. Host Growth and the Dynamics of Disease
The supply of host tissue undoubtedly affects the dynamics of epidemics, enter-
ing into the force of infection from both primary and secondary infection. How
does the pathogen affect this supply? Clearly the pathogen renders infected
tissue no longer available for infection thereby slowing the epidemic. But can
the parasite affect the dynamics of the supply of susceptible tissue more subtly?
This is likely to occur when the unit of interest is a leaf or a root since the plant
can compensate for low levels of infection by producing more tissue but failing
to do so as the load of infection increases. Detection of this effect may be impor-
tant in the dynamics of epidemics. New susceptibles, produced to compensate
for the loss of others, may have two contrasting effects. They may dilute the
existing infection allowing greater photosynthesis or nutrient uptake, thereby
minimising the effects of infection. They may, however, speed up the epidemic
by providing more susceptibles through which the pathogen can spread. This
stimulation of the epidemic by the host response to infection load is likely to be
important in contributing to spatial spread. Hence the arrival of new susceptible
tissue between an infected and a susceptible may act as a ‘stepping stone’
favouring the spread of disease. Experimental testing of these processes,
however, is difficult because of the complicated interactions involved.

Gilligan et al. (1997) examined a range of functions to test the effects of host
response to infection load on field data for stem canker of potatoes caused by
R. solani from a factorial experiment with two different levels of initial
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Fig. 7. Spatial heterogeneity of disease spread through a heterogeneous mosaic within
the landscape. The first three panels show the spread of an introduced disease, Rhizomania
(large dark dots) of sugar-beet, through farms (small light dots) in East Anglia. Large pale
dots represent infested but not yet symptomatic farms. The outbreaks are predicted by a
stochastic spatial model. The spread is localised around three initial foci. The other two
figures show the result of two simulations for the spread of disease into other sugar-beet
growing areas in the UK (light dots represent susceptible farms and dark dots show
infested farms). The disease dynamics are highly non-linear and stochastic. From these it
may be seen that markedly different scenarios may obtain for identical parameters for
intensification, crop susceptibility and transmission, when allowance is made for stochastic
variability. (Reproduced with permission from Dr A. Stacey, Epidemiology and Modelling
Group, Cambridge: the illustration first appeared in Gilligan (2002)).
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inoculum amongst other treatments. The model is a special case of eqn (4) in
which there is primary infection but no secondary infection in the spread of stem
canker and with an additional class of removed or dead stems. The generic form
is given by:

ds
o r(S,1,X) - Xf,(S,X),

dr
— = S, X)-dI,
=X (8.%)
dr _
dr
A more precise form is given below. First we decompose the term for host repro-

duction into two components for host growth in the absence of disease and for a
host response to infection load f(1,S):

(S,1,X) = bk - N)- f(I,S).

The net production of stems in the absence of disease is given by a monomolecu-
lar function where N is the total number of stems (N = S + I + R). The function
for host response to infection is given by a wide variety of forms (Gilligan ez al.,
1997), of which two are summarised here. First is a linear response, f(l, S) = o,
in which each additional infected stem causes a proportional reduction in the pro-
duction of susceptible stems (Fig. 8(a)). The second involves a non-linear
response, (I, S) = (o1 — a,D)/(0o + I?), in which low levels of infection stimu-
late the production of susceptible roots and high levels of infection inhibit infec-
tion (Fig. 8(b)). Potato stems become resistant to infection over time and the
force of infection therefore involves a quenching term, yielding a working model:

&L= V) = £01,5)) - 2 exp(-)s.

dt

dl

S expl-)s -ar ®
dR

—=dI.

dt

The parameter A, includes the transmission parameter and the amount of inocu-
lum, which over the time scale of infection was assumed to be constant. In
principle, the linear term can be extended by addition of a constant to allow
for stimulation at low densities of infection and inhibition at higher densities
(Fig. 8(a)). This, however, yields (1, S) = a;I — o, but the constant term (c,)
cannot be estimated by fitting the model to data because it is subsumed into the
other constant term bk for host growth. Extensive fitting of the other models to
the field data sets showed that it was difficult to distinguish between models for
host response to infection. The closeness of the fit of the two models is shown in
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Fig. 8. [Illustration of functions for host response to infection load and fit of two
alternative models based on eqn (5) to epidemics of stem canker on potatoes caused by
Rhizoctonia solani. (a) Linear response, f(I,S) = al, in which each additional infected
stem causes a proportional reduction in the production of susceptible stems. The dotted
line shows a linear response of the form: f(/,S) = o,/ — a,, with stimulation at low
densities but inhibition at higher densities, but this model cannot be distinguished by
fitting from the simpler form f(1,S) = o via model fitting. (b) Non-linear response, f(Z,5)
= (oy P = ap)/(a; + P), in which low levels of infection stimulate the production of
susceptible roots and high levels of infection inhibit infection. (c) and (d) Goodness-of-fit
of model with linear host response to field data for stem canker with two levels of initial
inoculum. (e) and (f) Corresponding fit of the non-linear model. The data here show little
distinction between the two models. Adapted with permission from Gilligan et al. (1997).



FRAMEWORK FOR DISEASE MANAGEMENT 21

Figs 8(c) and (e) for two levels of initial inoculum. Fitting did, however, provide
evidence for some improved agreement with the data when allowance was made
for a host response to infection load. This is likely to be an area of fruitful, if
challenging, further study, not least in identifying the effects of small changes
induced by environmental or other effects on the early responses to infection. A
small change could rapidly switch from stimulation to inhibition of host growth,
with quite severe effects on the later epidemic.

4. Linking Within-season Dynamics and Between-season Dynamics

Relatively little thought has been given to the dynamics of inoculum between
susceptible crops other than to monitor the decay of inoculum (cf. Wilson et al.,
1992). Some pathogens, however, like R. solani are capable of saprotrophic mul-
tiplication on organic debris. Others, such as Erysiphe spp. may grow on alterna-
tive hosts. This results in a rise and fall of inoculum during the intercrop period,
so that by adjusting the time between harvest and sowing the grower may avoid
the peak of inoculum associated with saprotrophic dynamics. Seasonal interrup-
tion of host growth introduces a marked discontinuity in population dynamics of
many pathogens, but it has been seldom studied. Whereas many epidemiological
analyses have considered the effects of seasonal forcing as temperature changes,
temporal heterogeneity in the form of disturbance due to sowing followed by
harvest has not. This is surprising, since abrupt changes in plant, microbial and
invertebrate populations occur not only in annual crops but also in deciduous
crops. They also occur with the onset and cessation of favourable and unfavour-
able conditions for population growth. This switching effect on population
dynamics is likely to attract further study of aerial as well as subterranean
pathogens. It is particularly important for persistence of pathogens because it
imposes differential demands for persistence throughout the crop and intercrop
periods in a way that has often been overlooked.

To illustrate this we show first the dynamics of inoculum of Sclerotinia minor
within and between successive lettuce crops in the presence of a biological
control agent, the hyperparasitic fungus Sporidesmium sclerotivorum (Adams
and Fravel, 1990). This is a three-species system comprising host (lettuce), para-
site (S. minor) and hyperparasite (S. sclerotivorum). This is followed by a brief
but more general summary of recent analysis of disease dynamics in the pres-
ence of disturbances. The data in Fig. 9 show the status (susceptible, i.e. healthy
or infected) of sclerotia of S. minor in field plots at Beltsville to which relatively
large amounts of inoculum of S. sclerotivorum were added. There were five suc-
cessive lettuce crops, planted in spring or autumn over a period of approxi-
mately 140 weeks. There are therefore two epidemics proceeding one on the
crop, the other on the pathogen itself: S. minor causes lettuce drop disease, while
S. sclerotivorum is hyperparasitic on S. minor. Each epidemic is subject to two
sorts of disturbance, one driven by the seasonal forcing associated with marked
changes in environmental variables, notably temperature, and the other by
pulsed disturbances associated with harvesting and cultivation. One striking
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Fig. 9. Fit of two alternative forms of the two species parasite—hyperparasite model to
data for the biological control of sclerotia of Sclerotinia minor the cause of lettuce drop by
Sporidesmium sclerotivorum over five successive lettuce crops. (a) Transmission term with
simple mixing leads to fade out of susceptible and infected sclerotia. (b) Transmission
term with heterogeneous mixing allows persistence. The models incorporated pulsed input
of susceptible sclerotia at harvest and seasonal forcing of transmission due to temperature
changes. Planting of a crop is marked by a hollow triangle and harvest by a solid triangle.
The data were originally collected by Adams and Fravel (1990). Model fits reproduced
with permission from Gubbins and Gilligan (1997a).

feature in addition to the pulsed dynamics of S. minor is the persistence of both
susceptible and infected fractions throughout the period of the experiment
(Fig. 9). Hence, although the hyperparasite decreased the amount of parasite
present, it did not eliminate it. Numerous questions arise concerning these
dynamics but here we summarise three. Is it possible:

1. to capture and reproduce the sudden changes in inoculum density;
2. to prevent fade-out in the dynamics of the parasite and hyperparasite; and
3. to identify the mechanisms responsible for the dynamics?

Gubbins and Gilligan (1997a) explored these dynamics using a range of
models with general format SIX. Two broad types of model were used, one for
three-species dynamics involving the host, parasite and hyperparasite, the other
a two-species model for the parasite and hyperparasite. The general form of the
two-species model for S. minor and S. sclerotivorum is given below:



FRAMEWORK FOR DISEASE MANAGEMENT 23

B (4ol -7, ))s(1-5 /) - 7,050 as.

% = Xf,(S,X) - (d +wl, (6)
dx

d_t = g[ - l’lX,

in which susceptible hosts are produced by slow release from infected plant
material in the soil and from a pulse at harvest time (7). Susceptible sclerotia
die at a rate dS. Transmission of infection' comes by release of spores (X) of S.
sclerotivorum from infected sclerotia of S. minor. Here the disturbance is
imposed on epidemics of S. sclerotivorum on S. minor that otherwise occur con-
tinuously through time even when the lettuce crop is absent. The models were
analysed with and without allowance for pulsed input, with and without
allowance for seasonal forcing in the transmission term, and the transmission
term itself was varied to simulate different forms of contact between hyperpara-
site and parasite (Gubbins and Gilligan, 1997c). This involved replacing a
simple mass-action function response in which f(S,X) = S with proportional
mixing, £.(S,X) = BC(N)(S/N) and with heterogeneous mixing £,(S,X) = BS"X"~!.
The following results emerged:

1. without allowance for pulsed disturbance both the parasite and hyperparasite
die out too soon;

2. periodic forcing and pulsed inputs affect persistence of the parasite;

3. the transmission term also affects persistence.

Figure 9 shows the performance of two models, one with simple mixing, in
which the model fails to capture the persistence and the other with heteroge-
neous transmission which does. Both models incorporated pulsed inputs associ-
ated with harvest and seasonal forcing of the transmission term (Gilligan et al.,
1997). The results underline the importance of seasonal disturbance in control-
ling the dynamics of plant disease and in particular persistence. It is important
not only in persistence of the parasite but also in persistence of the hyperparasite
for continued effectiveness of biological control as in the Sporidesmium—
Sclerotinia system. Relatively little thought has been given so far to the deploy-
ment of biological control agents. The seminal texts (Baker and Cook, 1974;
Cook and Baker, 1983), now quite old, emphasised physiological rather than
epidemiological mechanisms. The results described here prompt numerous ques-
tions about the nature of the pulse, the differences in dynamics within and
between crops, and why should a model that assumes heterogeneous mixing

! Despite the superficial mathematical resemblance to primary infection, this is clearly secondary
infection, since the rate of transmission depends on the amount of infected tissue. It is therefore
driven by the internal dynamics of the epidemic rather than from some ‘external’ reservoir that
characterises primary infection. For clarity, f;(S,X) could be written as f(S,X(/)) to show the depen-
dence on /, but this is unnecessarily cumbersome.
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succeed in reproducing the data while one with homogeneous mixing fails? The
biology of lettuce drop, with its two- and three-species interactions, is rather
complicated and may mask some of the governing principles.

5. Generalising Between-season Dynamics

Many epidemics have complicated interruptions that correspond with removal of
all or part of a host crop, or where growth of the host ceases. Accordingly, we
adjusted the S. minor-S. sclerotivorum model to a more general form that applies
to a range of epidemic systems having within- and between-season dynamics
(Gubbins and Gilligan, 1997b). The within-season dynamics are given by:

Z_f=rs(1_5/K)_Xf<s,X>,

d/

E=Xf(S,X)—M1, (7
dx

— =gl - hX.

dt B

Three possibilities for between-season dynamics are summarised in Table II. The
first type, denoted N = 0, disturbance, involves complete removal of the host
including infected and susceptible tissue. The second involves removal of healthy
hosts, leaving behind previously infected decaying tissue. This is characterised as
S = 0 disturbance and is typical of many crops in which infected debris remains
after harvest. The third type, r = 0 disturbance, reflects the case where the host
stops producing new susceptibles, existing tissue then decays but some infection
is possible as inoculum is released from decaying tissue. Other scenarios can be
accommodated, but the three listed here encompass a range of severities of dis-
turbance and hence provide a useful starting point to analyse disease dynamics in
the presence of disturbance. Whether or not a parasite can reinvade a crop follow-
ing interruption by harvest depends upon the amount of infected tissue at the end
of the season and the amount of inoculum necessary to initiate an epidemic in a
subsequent crop. This suggests that the parasite population must exceed an
extinction threshold, Xy, and the density of infected hosts must also exceed a
threshold level, I, that is sufficient to support the parasite reproduction.
Combining these thresholds and the between-season dynamics allows computa-
tion of criteria for persistence for each of the three types of disturbance (Table II).
Formal treatment of persistence demands consideration of stochasticity and the
risk of chance elimination as population numbers become small. This is discussed
briefly in Section VI. Here I show that there is a critical period between suscept-
ible crops (T}, for persistence of disease to occur (Table II). This is given explic-
itly for N = 0 and S = 0 disturbance (Table II). There is no explicit solution for r =0
disturbance, but mathematical analysis (Gubbins and Gilligan, 1997b) suggests
that there is also a critical interseason period for this case. Future work now needs
to explore this framework further and to collate empirical results for persistence,
or extinction, of inoculum and disease within this framework.
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TABLE II
Examples of three types of epidemic and inoculum dynamics between seasons. The rates
of growth of the susceptible and infected hosts and the ‘free-living’ parasite are shown,
together with the critical inter-season period for persistence (T,). X,, 1, refer to inoculum
and infected density at the end of the nth season (Gubbins and Gilligan, 1997b)

Variable N =0 disturbance S =0 disturbance r =0 disturbance
Only the ‘free-living’ Infected hosts and ‘free- Survival but no
parasite population living’ parasite remain growth of host
remains between between harvests between harvests
harvests

ds 0 0 —dS - Xf(S,X)
dr
d/ 0 —ul Xf(S,.X) —ul
dr
dx —hX gl —hX gl—hX
dr
1 X {1 I 1 x \\ No analytical
T, T, <— ln( —”) T, <min| — ln( —”) = ln( —") solution
h X, L u Ip) h Xy J

III. IDENTIFICATION OF EPIDEMIOLOGICAL MECHANISMS:
LINKING THE DYNAMICAL CASCADE FROM INOCULUM
TO DISEASE

The foregoing analyses illustrate the importance of linking inoculum and disease
dynamics. Figure 10 shows schematically how the dynamical cascade from inocu-
lum, through primary and secondary infection, can be used to understand the vari-
ability of final levels of disease. The scheme presented here is an amalgamation of
experience from more than one pathogen, but serves to show how mechanisms for
inoculum and infection can be used to identify mechanisms for control.

Once a critical parameter is identified, the effects of changing that parameter
can be examined using the models. An example is given for the sensitivity of
damping-off on radish to r, (Fig. 11). Knowing the distribution of the variability
between epidemics, it is possible to predict how controlling r,, for example by
selecting different isolates of the biocontrol agent, would affect the risk of
disease (Gibson et al., 1999). Here we use the probability that a site is infection
free, but any other criterion from 0 to 100% infected could have been selected. It
is clear that the system is highly non-linear and is highly responsive to very
small changes in r,,.

Finding which parameters are governing an epidemic and which are
influenced by a particular control treatment is clearly not a trivial exercise. I
have shown in section II.B how different models can lead to different inferences,
even for microcosm data. Nevertheless the results of these stochastic analyses
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Fig. 10. Schematic representation of the relationships between final levels of disease
and some of the epidemiological mechanisms that influence these levels. The data are
taken from several soil-borne diseases and are compiled to show the ways that
epidemiological analyses can be used to predict efficiency of control and disease risk.
Hence changes in carry-over of inoculum may influence not only the mean level of
disease at different sites but also the variability and so the risk of disease.

yield methods to compute variability between epidemics and hence risk (Figs 3
and 4). How can this be systematised to improve our understanding of epidemics
and disease control? There is a long way to go to advance reliably beyond the
empirical but one possible scheme currently under investigation for soil-borne,
horticultural, diseases such as damping-off is given in Fig. 12. The method
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Fig. 11. Variability and disease management. Use of the demographic stochastic
model based on equation (2) to consider the effects of selecting control methods with
different rates of primary infection (such as isolates of a biological control agent) for the
control of disease. Here the criterion is set as the proportion of infection-free sites.
Reproduced with permission from Gibson et al. (1999).

involves the use of experimental assays to identify which epidemiological mech-
anisms are influenced by one or more control method. This effect is charac-
terised by a change in parameter value from which it is possible to predict
epidemiological risk. Four types of assay are summarised. First is inoculum
dynamics, for which modern methods of molecular or immunological detection
are improving the feasibility of detection and quantification. Second are patho-
zone assays. These are individual plant-based assays in which it is possible to
characterise the transmission characteristics for primary and secondary infection
(Bailey et al., 2000; Stacey et al., 2001) and to scale up from individual to popu-
lation behaviour (Kleczkowski et al., 1997; Stacey et al., 2001). These lead nat-
urally to microcosm and microplot experiments in which the characteristics of
an epidemic are analysed in small populations of hosts from which are derived
probability distributions for the evolution of disease over time. The step from
microcosms under controlled environments to microplots is important in intro-
ducing environmental fluctuations. The advantage of using microplot experi-
ments over large field experiments, especially for soilborne disease, is the
feasibility of introducing inoculum at known densities and of monitoring epi-
demics within relatively small, well-defined sites. The behaviour throughout an
entire field can then be inferred by viewing the field as a series of sites in which
contemporary small epidemics occur. These may be uncoupled, behaving as
distinct, independent patches, with no transfer of inoculum between them as in
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the discussion here. They may be contiguous, perhaps with many unoccupied
sites, but with the potential for coupling between sites. This shifts the focus to
metapopulations which are discussed in section VIIL.2.

IV. SIMPLIFICATION OF COMPLICATED MODELS

One of the most important practical questions in epidemiology is to identify
which biological processes are controlling an epidemic. This often collapses into
a search to show which parameters control the rate of increase or the final
amounts of disease. Chemical, biological or other controls can then be deployed
so as to optimise the effects on these critical parameters. The problem becomes
difficult however, as models become more complicated. It is remarkably easy to
elaborate models by including more and more biological and environmental
detail, but the cost in loss of transparency into what is controlling the dynamics
is severe. It is possible, in principle, to carry out an exhaustive sensitivity analy-
sis in which the effects of changing one or more parameters are examined while
holding the others constant. In practice this is usually too costly or prohibitively
tedious and some subjective selection is necessary. An example is given in
Keeling and Gilligan (2000a) for a human disease, bubonic plague, that persists
mostly as epizootics in rat populations (Keeling and Gilligan, 2000b). Here, a
model that couples disease and population dynamics in the rat and human popu-
lations, each with susceptible, infected and ‘removed’ individuals, together with
the population dynamics of the fleas that transmit the disease, quickly accumu-
lated 18 parameters. This is an alarmingly high number of parameters.
Exploration of the model dynamics, showed that it was possible to simplify the
biology and hence the model by ignoring the human population and computing
instead the potential force of infection to humans. This dropped the numbers of
parameters to 11. It is still a relatively large number, but turned out to be
sufficiently manageable to show by sensitivity analysis that, of the 11 parame-
ters, only the carrying capacity of fleas per rat had a disproportionately large
influence on the potential force of infection to humans. Few models of compli-
cated epidemics are as accommodating. The challenge then is to simplify the
model further in order to gain some insight into what is controlling the epidemic.
An example is given for the infection of sugar-beet roots by Polymyxa betae, the
vector of Rhizomania disease. The ‘epidemiological’ dynamics of P. betae can
be resolved into primary infection from resting spores in cystosori (Blunt et al.,
1991) and secondary infection from zoospores, while host roots pass through
four stages from susceptible, exposed and infected to removed or resistant
(Webb et al., 1999). The class of infected roots splits into two further types, an
infectious class that gives rise quite swiftly to zoosporic inoculum and an
infected class that accumulates resting spores for release after harvest and culti-
vation. This results, among other things, in two latent periods, one for zoospores
and the other for the production of cystosori. The ensuing model therefore has
seven compartments, five for the status of sugar-beet roots (susceptible, exposed,
infectious, infected and resistant) and two for resting spores and zoospores.
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The focus of practical interest is the amplification of resting spores that
occurs during each sugar beet crop. Once this becomes large enough, symptoms
are expressed in the crop if the fungus is carrying Beet necrotic yellow vein virus
(BNYVYV), the causal agent of rhizomania. Only then does the grower become
aware of the infestation. The time, measured in years, between arrival and
appearance of symptoms is very important for the cryptic amplification and dis-
persal of BNYVYV from the field on agricultural machinery. The amplification of
inoculum depends on the accumulation of infected root tissue, as well as on the
survival of inoculum from previous crops, for which the endoparasitic slime
mould, P. betae is notoriously persistent. The challenge therefore is to use the
information about the biology of the system to predict the amplification of
resting spores during the season. The demographic factors affecting the epidemi-
ology and hence the underlying model are therefore rather more complicated
than for the system studied by Gubbins and Gilligan (1997b).

Webb et al. (1999) showed that the final amount of infected tissue depended
on the amount of initial inoculum. Further, rather simple numerical analysis
showed how the amount of inoculum at the beginning of a season affected the
sensitivity of the amount of infected tissue at the end of the season to each of the
12 parameters. Not surprisingly, large amounts of infected root accumulate when
there is a high multiplication rate during the secondary infection phase. However,
parameters that increased primary infection also enhanced the production of
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Fig. 13. Temporal dynamics of infection of sugar-beet by inoculum of Polymyxa
betae, showing that there are two phases of zoospore production, one associated with a
short flush due to primary infection and the other with a large flush of secondary infection.
U~} represents ‘per unit area’. The early flush from primary infection is important in
initiating the secondary dynamics. Reproduced with permission from Webb et al. (1999).
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infected tissue. This is surprising, because although the epidemic resolved itself
into two largely sequential phases of primary and secondary infection, these are
highly asymmetrical. Primary infection results in a short flush of zoospore pro-
duction from which a very much larger flush of zoospore production emerges
from secondary infection (Fig. 13). The early flush driven by primary infection
from resting spores is significant, however, because of the inherent non-linearity
of the system. Without this flush the epidemic is unlikely to take off. One striking
feature of the system is the relative influence of the two latent periods on the
final levels of disease (Fig. 14). High levels of infected root only occur when the
latent period for zoospore production (B7') is greater than that for resting spore
production (B5'). However as 3, becomes small (and hence the latent period, 7,
becomes large) relative to a given value of f;, the amount of infected root
decreases. This occurs because most of the available susceptible sites become
filled with zoospores. Once infected, the sites become resistant to infection,
reducing the number of sites available for new resting spores.

These examples show that it is possible to extract epidemiologically impor-
tant information from relatively complicated systems, even when the model is
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Fig. 14. The effect of varying the relative values of the latent period parameters for
infection leading to zoospore (f3;) and resting spore (f3,) production of Polymyxa betae on
the final amount of infected tissue on sugar-beet. The parameters were scaled relative to
maxima, and infected roots are expressed per unit area (U). The figure shows that the
relative magnitude of the parameters is crucial in controlling the amount of infected root.
Reproduced with permission from Webb et al. (1999).
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itself relatively complicated. We show elsewhere how to incorporate the effects
of temperature on the dynamics of infection (Webb ez al., 2000). Of more imme-
diate importance is to find ways of simplifying the model. There is a practical
need to identify groupings of the parameters that control the qualitative behav-
iour of the infection, especially in determining whether or not an epidemic
occurs. Ordinarily this is done by derivation of the basic reproductive number,
R, (see section V) but this is usually derived for systems at equilibrium. Many
epidemics do not reach equilibrium, and it is necessary instead to focus on so-
called transient behaviour. This is especially important in the sugar beet—P. betae
system for which the equilibrium levels themselves depend on the initial condi-
tions. Truscott et al. (1997) originally showed how to simplify the model when
infection was restricted to the relatively simple regime of primary infection.
Dealing with epidemics dominated by secondary infection is rather more chal-
lenging, but progress can be made towards identifying meaningful groupings of
parameters that control the dynamics (Truscott et al., 2000). The approach
involves discarding components and processes that do not make a significant
contribution to the dynamics of the system. Hence, for plague, it was possible to
ignore the detailed dynamics concerning births and deaths in humans for the
purposes of estimating the risk to these populations from the faster dynamics of
the rat populations. In the P. betae system, more formal techniques were used
(Truscott et al., 1997, 2000). The analyses show that: although the force of
primary infection quickly decays as inoculum is exhausted by initial infections,
primary infection acts as a critical trigger for the secondary infection processes.
Within the secondary infection phase, there are two regimes: a quiescent regime
in which the production of secondary zoospores is not sufficient for the cycle to
maintain itself without primary input and an active regime in which the cascade
of secondary cycles is sufficient to maintain the epidemic. There is a critical
parameter grouping (A) that identifies which regime will be followed. Moreover
it is possible to derive approximate expressions to compute the amplification of
resting spores during a season. The sign of the critical parameter, A, determines
which regime the system will attain. This can be recast for A = 0 (Truscott et al.,
2000) to give a related criterion,

parameters controlling amplification of infected material

!

parameters associated with loss of infected material

for amplification. The analyses involve rescaling of the model by nondimension-
alisation, followed by asymptotic and perturbation analysis (Murray, 1984; Hinch,
1991) under the assumptions that some parameters are very small or others are
very large. Details are given in Truscott et al. (1997, 2000). Rough estimates are
often available for many of the parameters. For example, it is usually possible to
determine how long it takes for a colonised fragment of root to release zoospores
or resting spores. Others can be guessed in order to assess the magnitude of R’ or
A and hence to estimate whether or not the epidemic will take off.

Clearly temperature and other environmental variables can affect the dynamics
of infection (Blunt et al., 1991). The effects can be translated into temperature
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dependence in the parameters (Webb et al., 2000) just as for seasonal forcing of
the S. minor-S. sclerotivorum system. This accumulates yet more parameters
running in the face of model simplification. Alternatively, changes in temperature
may be seen to deflect R” above and below one, switching on and switching off
the active regime. This may occur at the seasonal level, but it could also be
applied, in principle, to daily changes whereby stochastic changes in daily tem-
perature above some critical threshold for microbial infection may switch on and
off the epidemic process. This is the subject of continuing research.

V. CRITERIA FOR INVASION

There is already a substantial theory associated with criteria for invasion and
persistence in animal and human populations (see the reviews in Anderson and
May (1991), Grenfell and Dobson (1995) and Mollison (1995)). Invasion is
defined as the introduction and subsequent increase of infection in a host popula-
tion. Persistence describes a further threshold (Mollison and Levin, 1995) above
which the host population provides sufficient susceptibles to maintain both pop-
ulations so that there is coexistence. Coexistence may mean host and pathogen
surviving in natural ecosystems or parasite and hyperparasite in systems involv-
ing biological control. In practice, persistence, and to some extent invasion too,
is rather more complicated in many botanical epidemics. Mostly these occur in
disturbed environments in which the host — or most of it — is removed at harvest
or else there is a marked deciduous period, thereby complicating the dynamics
of persistence as the pathogen switches between parasitically active and quies-
cent or even saprotrophically active phases. These were considered in section
II.C.5. Here I will concentrate on criteria for invasion during a single growing
season.

A. SIMPLE CRITERION FOR INVASION

Ideally, we wish to be able to predict whether or not invasion will occur by
knowing something about the epidemiological and host parameters. Hence if we
use a partially resistant variety, chemical control or we introduce a biocontrol
agent for which we know the effect on disease transmission, we want to deter-
mine whether or not the reduction in transmission is sufficient to halt invasion. A
little more reflection may lead to a desire to consider the risk of invasion that
takes account of chance variation between one field and another. It is conven-
ient, however, to start with a deterministic view.

The study of invasion naturally gives rise to the concept of thresholds (Jeger,
1986; Jeger and Van den Bosch, 1994a,b). Invasion thresholds are often related
to the basic reproductive number of a parasite, R, usually defined as the average
number of new infections produced when a single infective individual is intro-
duced into a wholly susceptible host population (Anderson and May, 1979).
Whence, for a simple model with logistic host growth and secondary infection:
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dr e
the criterion for invasion is defined as:
Ry =px/u )

that is the product of the transmission rate times the equilibrium density of sus-
ceptibles and the infectious period (u!). An epidemic is predicted when R, > 1.
Alternatively, a critical population can be defined that is necessary for invasion
to occur: kK > u/f3. The R, is analogous to iR, of Vanderplank (1963) and related
models (Jeger, 1986).

B. MORE REALISTIC CRITERIA FOR INVASION

The models introduced above are restrictive. Further progress involves wider
questions:

1. what happens when there are dual sources of infection?

2. does the host response to parasite load affect estimates of R,?

3. how does heterogeneous mixing affect the dynamics?

4. what does R, tell us about risk?

5. what happens in spatially-extended systems where there is sharing of inocu-
lum between fields?

Some of these have been examined in recent work by Swinton and Gilligan,
(1999), Gubbins et al., (2000), Madden et al., (2000b), Park et al., (2001) and
others. Here, I summarise some results that have applications for management of
disease. The reader can find more mathematical detail in the papers cited.

1. Dual Sources of Infection

Allowance for primary and secondary infection leads to a simple change in the
expressions for R, (Gubbins et al., 2000). It emerges that the criterion is a simple
sum of components from primary (which we recall may also represent immigra-
tion) and secondary infection. Thus, for the generic model given in eqn (4), with
no host response to infection, the generic criterion for Ry is given by:

(g
Ry=—|=7 0+ f.(x,0 1,
0 u hfp( ) fv( )| >

for invasion to occur. We recall that «k is the carrying capacity for stems, roots or
leaves or less frequently entire plants of the crop population, g is the parasite
reproduction rate, / is the parasite death rate and u! is the infectious period. A
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specific example given by extending the model in eqn (8) to include a term,
B,XS, for primary infection clearly shows the additive nature of the result:

Ry =(gf;’( +ﬁ%) >1.

It follows that if the parasite cannot invade by primary or secondary infection
alone, invasion may still be possible by the combined processes. This is likely to
be important in aerial pathogens in which there may be insufficient inoculum
from initial infections to sustain an epidemic, but continued immigration from
adjacent or more distant fields may be sufficient to ensure progressive invasion.
This additive criterion occurs in related systems where there are dual processes
at work, most notably in the biological control of fungal parasites and insect
pests, where there are two sorts of transmission, vertical (parent to offspring)
and horizontal (between ‘parents’) of biocontrol agents such as hypovirulence-
inducing viruses in Dutch elm disease (Swinton and Gilligan, 1999).

2. Host Response to Parasite Load and Non-linear Transmission

Whereas dual sources of infection are relatively easy to analyse, other epidemio-
logical features that affect the inherent non-linearity of epidemics lead to more
complicated thresholds for invasion that have only recently been considered
(Gubbins et al., 2000; Madden et al., 2000b). Here, I focus on host response to
infection and on the nature of disease transmission.

Introducing a simple linear response (section II.C.3) to allow for a simple one-
to-one inhibition of susceptible growth does not affect the threshold for invasion.
A stimulatory—inhibitory response, (I, S) = (o, > — a,])/(a; + I?), however, does
affect the behaviour leading to more complicated thresholds for invasion
(Gubbins et al., 2000). There are now three regions of parameter space, which are
separated by an extra threshold, R, with the following outcomes for invasion:

1. Ry< R.—no invasion

2. R.< Ry < 1 — invasion, provided that the infected hosts survive for a
sufficiently long time (u < o,/ a3)

3. 1 <Ry —invasion

It follows that if the parameters that make up R, are known, failure to account
for a linear host response will make little difference in predicting invasion. But
failure to allow for a more complicated relationship in the response of the host to
infection could lead to mistakes in prediction. The additional complications arise
because of the additional non-linearities introduced by the stimulatory—
inhibitory host response. Non-linearities can lead to multiple stable equilibria.
For example, when R.< R, < 1, there are three equilibria that correspond with
different levels of infected leaves or roots:

1. the parasite-free equilibrium, which is stable;
2. an intermediate level of infection, which is unstable;
3. ahigher level of infection, which is stable.
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This implies that there are also threshold population densities, not only of
susceptible hosts but of infected hosts or inoculum for invasion to occur
(Gubbins et al., 2000). (Although this is obvious to plant pathologists, many of
the formal mathematical analyses for invasion strictly hold only for small pertur-
bations to a host crop at equilibrium, because they rely on linearisation around
the equilibrium.) Now we can show that a small invading population of parasites
may not be sufficient to cause infection above the intermediate equilibrium level
and the dynamics slump back to the parasite-free equilibrium, so the epidemic
does not take off. A larger invasion, for example by transplanting more infected
seedlings, may be sufficient to push infection above the intermediate equilib-
rium level, from which infection proceeds to the higher stable level of infection.
The existence of some of these equilibria and how they change according to R
is shown in Fig. 15(a) and (b).

Some thresholds are shown in Fig. 15(c) and (d) by taking slices through the
S—I and I-X planes. The figures show that there are certain combinations of
initial densities of susceptibles, infecteds and inoculum from which invasion is
not possible, and other regions from which invasion is possible. The results also
show that invasion can occur from either primary inoculum or infected hosts,
provided that the initial population exceeds a critical level. Below this value,
the parasite is still capable of invading, but only if both sources of inoculum are
present initially.

Similar complications arise when we allow for different forms of transmis-
sion. Here it is convenient to invoke the functional response to infection and to
distinguish the default case of simple linear transmission and to compare it with
an accelerating response and a decelerating response. Taking secondary infection
as an example, the linear response is given by f,(S, I) = 3,5, yielding the familiar
mass-action transmission term, SI. In an accelerating response the transmis-
sion rate increases faster than linearly with parasite density, thus df,/dl > 0,
while for a decelerating response df,/dl < 0. Suppose now that the functional
response is given by B.S"I""!(Liu et al., 1987; Hochberg, 1991) for hetero-
geneous mixing. An accelerating response (n > 1) can arise when the population
is aggregated or if multiple infections are required to cause disease. A decelerat-
ing response (n < 1) can arise when there is some sort of saturation, perhaps
because of competition or because there is incomplete mixing whereby only a
proportion of infecteds can transmit infection to the susceptible population.
Heterogeneous mixing essentially converts the mean-field model (which
assumes that each susceptible plant has an equal chance of being infected by any
infected plant, irrespective of where it is in the field) to an implicitly spatial
model that allows for enhanced spread between neighbouring plants.

Recent analyses show that a decelerating response does not affect the quali-
tative behaviour — invasion occurs as for simple mass-action transmission,
although there are minor differences in the derivation of R,,, and the quantitative
behaviour of disease progress will be different (Gubbins er al., 2000). The accel-
erating response has a major impact, however, on invasion and threshold densi-
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Fig. 15. Invasion thresholds for host—parasite system, given in equation (4) with
host responses to infection load, f(I), (a) Mass-action transmission, f, (5,X) = B,S and
£S5, ) = B,S with no host response, f(I) = 0. (b) Mass-action transmission with a
stimulatory—inhibitory host response, f(I) = (a,I* — a,D)/(0; + I?), where u < ay/os. In
the diagrams, a thick solid line indicates an equilibrium that is a node (or focus), a thick
dashed line indicates a saddle point, and a dot () indicates a change in the patterns of
parasite invasion. The arrows indicate the equilibrium to which the populations tend for
given initial conditions and, in particular, illustrate the threshold invasion populations for
the parasite (the dashed line). (c) and (d) show thresholds in the S—/ and X-I planes,
respectively, for invasion. Note that the figures show there are certain combinations of
initial densities of susceptibles, infecteds and inoculum from which invasion is not
possible, and others from which invasion is possible. Figures adapted from Gubbins
et al. (2000), with permission.

ties. A criterion analogous to R, denoted as o (Gubbins and Gilligan, 1997b;
Gubbins et al., 2000) can be derived for invasion:

8

o= _(pr(smax’xmax)+fs(Smax’ImaX )) >1

The subscript ,,,, denotes the population densities at which the maximum
number of new infections per infective unit are produced. Further details and the
derivation are given in Gubbins and Gilligan (1997b) and Gubbins et al. (2000).
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Importantly, the extra nonlinearity because of the transmission term yields two
equilibria for o> 1, an intermediate one which is unstable and a higher level of
infected hosts which is stable. The parasite-free equilibrium is also stable, so
small populations of parasites cannot invade. Elsewhere the behaviour is subtle.
The ultimate level of infection now depends upon the size of the invading popu-
lation. Moreover, when there is an accelerating functional response, there is a
sharp transition in the relationship between the threshold densities of susceptible
and infected hosts. When the initial density of susceptible hosts is high (S > x/2)
the threshold level for infected hosts is essentially constant. If, however, (S < k/2),
the critical threshold of initial infected hosts for invasion increases rapidly as the
threshold susceptible population decreases. This suggests that there must be
enough infection present initially to ensure carry-over until the production of
new leaves or roots raises the level of the host population to a level that is able
to sustain the epidemic.

Some of these analyses are biologically subtle. The principal results can be
summarised as follows: the analyses allow identification of: (1) criteria that
apply to invasions during the early stages of crop growth, far away from equilib-
rium conditions, and (2) threshold populations of susceptible and infected indi-
viduals and inoculum that are necessary for invasion. The nature of transmission
of infection and the response of the host to infection load — or indeed any other
non-linearity in the epidemiological dynamics — may alter profoundly the thresh-
olds. Nevertheless, these results move away from simple systems of parasite-
free equilibria to allow estimation of invasion in more realistic agricultural and
horticultural environments.

C. APPLICATIONS OF INVASION CRITERIA

Applications of invasion criteria and R, in the management of plant disease are
still very much at the exploratory stage. Further work is under way in collating
estimates for parameters that govern R, and in analysis of the functions that trans-
late biological interactions into formal mathematical treatments. We also show
below the importance of stochastic variation in the definition and interpretation of
threshold criteria. Two likely applications are in gauging the effects of introducing
partially resistant varieties and of predicting criteria for the spread of fungicide or
pesticide-insensitive forms of parasites. Exploratory work on fungicide resistance
(Gubbins and Gilligan, 1999) has shown some promising results with potential
for practical applications. By taking a system with two strains, one sensitive and
the other resistant to fungicide, it is possible to derive a criterion for invasion that
links the effectiveness of chemical control (¢) and the relative fitness of the resist-
ant to the sensitive strain (p). The latter is expressed as the ratio of the Rys for
resistant to sensitive, thus p = R,./Ryn- Invasion occurs when:

|- g < Rores (10)

Osen
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where ¢ = | represents complete control and € = 0 represents no control. (Note
that the convention was reversed in Gubbins and Gilligan (1999), with ¢ = 0
indicating complete control, but this is less intuitive than the way presented
here.) Fungicide efficiency measures the net effect of the fungicide in reducing
parasite transmission, parasite multiplication and in enhancing the death rate.
The simple criterion in equation (10) applies only when fungicide is continually
present. It nicely shows the trade-off between efficiency and relative fitness in
determining invasion. Similar criteria have been derived for antibiotic (Austin et
al., 1997), drug (Bonhoeffer and Nowak, 1997) and antiviral (Bonhoeffer et al.,
1997) resistance. The farmer can do little about the relative fitness of sensitive
and resistant forms of the parasite beyond the selection of crop varieties.
Fungicide regimes, however, can be changed by using different types of fungi-
cide, and by controlling the amount applied, as well as the number of applica-
tions. Now invasion must occur under a regime of periodical change in
fungicidal concentration. We could not derive a comparable analytical solution
for periodically applied fungicide, but numerical simulations using deterministic
and stochastic models show that, for a given level of effectiveness of control,
invasion of the resistant form occurs only if the relative fitness of the resistant to
the sensitive form is sufficiently high (Gubbins and Gilligan, 1999). Moreover, it
is possible to show how altering the amount of fungicide applied, and the period
between applications, separately affect the probability of invasion and the time
to achieve a certain proportion of the resistant form in the parasite population.
Hence it is possible to provide rules of thumb for the probability of invasion of
the pesticide resistant form. The strategy can be taken further by computing the
effects of generation time — to represent different fungal species — and different
rates of decay of fungicide — to represent different types of chemical — on the
invasion dynamics. Can these theoretical approaches be introduced into
practice? Arguably yes, providing that approximate estimates can be made for
efficiency and relative fitness. Some equations for the underlying models for
host, parasite and chemical dynamics are given in Gubbins and Gilligan (1999).
More challenges await, however, in incorporating spatial variation, additional
discontinuities as well as interruptions due to harvest, and in considering eco-
nomic constraints in the invasion of pesticide-resistant (Peck and Ellner, 1997)
or other virulent pests and parasites (Gilligan, 2002).

VI. CRITERIA FOR PERSISTENCE: ALLOWING FOR
VARIABILITY

A. DETERMINISTIC AND STOCHASTIC THRESHOLDS

The foregoing analyses have focused on deterministic models in order to iden-
tify how the mechanisms of disease transmission and host growth can determine
whether or not a parasite can invade. The models allow gross distinctions to be
made between groupings of parameter values that permit invasion and those that
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do not. They do not, however, tell us much about the risk of invasion.
Deterministic models imply that if R, is greater than one, invasion is definite.
Clearly this is an oversimplification. Invasion surely depends on chance events
in the chain of primary and secondary infections, where, in principle, a few fail-
ures at a critical phase may lead to extinction. This may occur because of demo-
graphic variability in the probability of transmission, and in the length of the
latent or infectious period. It may also be driven by environmental variability, as
temperature, rainfall or duration of, say, leaf wetness vary. We are still a long
way from a formal treatment of disease risk, but some principles are emerging.
Real progress in understanding risk requires a stochastic approach. Here I
concentrate on demographic stochasticity, but environmentally driven stochasti-
city can also be included.

Stochastic models lead, not surprisingly, to thresholds for invasion that have
qualitatively similar results to deterministic models demarcating a region of
parameter space in which invasion occurs. Three important differences emerge,
however:

1. the probability of invasion increases from zero at the threshold, to one further
away, as parameters are changed;

2. the stochastic threshold is consistently higher than the deterministic analogue
in certain epidemiological systems (Nasell, 1995);

3. stochastic models also yield a persistence threshold.

Stochastic models therefore allow us to identify the risk of invasion and the like-
lihood of persistence once a parasite invades. The relationships between these
thresholds are explored further in section VII. The formulation of stochastic ver-
sions of SEIRX models follows the general form of eqn (2). Detailed explana-
tions of how to do this for plant disease are given in Park ef al. (2001) and Shaw
(1994). Some recent results using stochastic thresholds to analyse invasion and
persistence are given in Swinton and Gilligan (1999) for biological control of
Dutch elm disease using d-factors and for fungicide resistance in Gubbins and
Gilligan (1999).

B. PERSISTENCE

Persistence of inoculum was introduced in sections II.C.4 and II.C.5 in the
context of survival of inoculum between crops. Surprisingly little formal epi-
demiological attention has been given to persistence in crop disease and the
corollary of extinction, yet these underlie many practical issues concerned with
the management of disease. Will a new disease, a fungicide-resistant form or a
virulent strain, remain in a region, once introduced? How long will it take to
eliminate wild-type strains, or will the strains coexist? What is the time to
extinction? How long will a biological control agent persist in soil before it is
necessary to reintroduce it? Attention may also focus on the fate of the host
under threat from a highly pathogenic disease. Elimination of a crop is almost
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inconceivable in agriculture, but does apply to annuals and perennials in semi-
natural systems. For example, questions have arisen about whether or not the
elm will survive following resurgence of Dutch elm disease in the UK (Swinton
and Gilligan, 1996). Similar concerns surround the fate of chestnuts in the USA
following outbreaks of chestnut blight (Taylor et al., 1998).

Criteria for persistence can be derived by testing for coexistence of disease and
the host and then determining whether or not this is stable. This deterministic
approach is a useful starting point, but it misses some important features. By
failing to allow for stochastic variation, it ignores the risk of fade-out during epi-
demic troughs, when the infected population becomes very small (Mollison,
1977). Deterministic models, therefore, fail to distinguish between invasion and
persistence. If a parasite can invade, then a deterministic model will imply that it
can persist. This is not true. Persistence of disease depends on balancing the con-
tinued supply of susceptible tissue with the rate of infection. This suggests that
there may be selection for intermediate pathogenicity and transmission rates to
favour persistence of both parasite and host. If the parasite is too pathogenic with
rapid spread then it will quickly exhaust the supply of host and die out. If it is too
slow, the crop may outgrow the disease and the parasite dies out, although the evi-
dence for this has yet to be established. The time to extinction of the parasite has
been studied in animal and human epidemics (Bartlett, 1956; Grenfell ez al., 1995;
Swinton et al., 1998), but so far has received little attention in plant disease
studies. Bartlett (1956) first showed that there is a critical community size below
which the birth rate is too small to support persistent infection. This led to work on
the relationship between time to extinction (7) and population size (). A typical
expression is given by Ridler-Rowe (1967) as E(Ty /G) = In N, when there is so
called pseudo-mass-action transmission” (where G is the mean generation time of
the parasite and E refers to the expectation). Barbour (1975) derived a similar rela-
tionship with the logarithm of population size, under mass-action transmission,
E(T:/G) = (Ry/(Ry— 1)) In N + ¢ (where c is a constant). The expressions hold for
large N. Future applications in botanical epidemiology will undoubtedly encom-
pass spatial considerations, which are discussed below.

VII. INTRODUCING SPACE

Rather like stochastic variation, the spatial structure of epidemics is widely
acknowledged for its importance, and then widely ignored! Space can be
explicitly included by rewriting the models as partial differential equations
(White and Gilligan, 1998) and by the incorporation of dispersal kernels

2 Here we follow the convention of de Jong ef al., (1995) in using mass action to describe a force of
infection of the form pBSI and pseudo-mass action for the form, BSI/N. Use of the terms differs
among authors, however, and the significance varies in part depending upon whether or not the total
population size is fixed and whether S and 7 are given as densities per unit area or as total numbers
(see the review by McCallum et al., 2001 and the response by de Jong et al., 2002).
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(van den Bosch et al., 1999). It can also be more easily incorporated in spatially-
extended models involving lattices (Gibson and Austin, 1996) or metapopula-
tions. Here I focus briefly on two approaches: percolation and metapopulations.
Each allows an intuitive scaling that extends from spread between individual
plants to spread between fields. A fuller treatment will be published elsewhere.
The questions about disease management that we wish to answer are still
focused on invasion and persistence. Will a pathogenic strain invade, how long
will it take to invade and how is this affected by the spatial structure of the host
crop? How does the mosaic of susceptible fields affect the spread of an epi-
demic? Are epidemics synchronised within local populations? If disease dies out
locally, will it also die out globally? I argue below that spatial considerations can
be extended to consider the spread of disease at much larger scales of spread
through the landscape. Many of the questions are already in place, some of the
theory is known but much still remains to be done.

A. MODEL REDUCTION AND SCALE

A metapopulation typically comprises a set of subpopulations with disease
spread occurring within and between subpopulations. The subpopulations may
therefore be fields within a region through which disease occurs, with loose cou-
pling (i.e. transmission of inoculum) between neighbouring fields. For some dis-
eases, the metapopulation may occupy the entire field, with subpopulations
arising as diseased patches within fields. Lattice systems usually have single
plants such as fruit trees at each site (Gottwald et al., 1999). This sort of system
naturally leads to consideration of percolation models, whereby there is a critical
threshold probability for the transmission of infection between adjacent plants
(Grassberger, 1983). Above the threshold there is a finite probability that disease
will percolate, i.e. spread while below the threshold disease fails to invade. We
have recently shown that this system applies to small-scale dynamics of R.
solani (Bailey et al., 2000). The two approaches are closely related. Depending
on the scale of interest, a metapopulation may be shrunk to a lattice by classify-
ing subpopulations according to whether or not they are uninfected (S), pre-
symptomatic (E), symptomatic and infectious (/) or removed (R). These
categories are analogous, though not identical to the SEIR format since here we
consider symptom expression rather than infectiousness as a distinguishing
feature of disease. The spread of disease can now be simulated using an individ-
ual-based model such as a probabilistic cellular automaton, with transition prob-
abilities for infection determined by the status of adjacent ‘fields’ (Keeling and
Gilligan, 2000a). Still more simply, each node on the lattice may be classified
simply as susceptible (i.e. disease free) or diseased. Ignoring the dynamics
within each patch greatly increases the size of the system that can be studied.
Thus, we first used a metapopulation model to study persistence of bubonic
plague in rat populations, and then a cellular automaton model to study patch
dynamics and persistence over very large regions (Keeling and Gilligan,
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2000a,b). The approach can readily be adapted to analyse the spread of disease
through regions and can be adjusted to allow for gaps in the lattice and random
distances between fields.

An example of this approach has been used to study the invasion of rhizoma-
nia disease in the UK (Truscott, Stacey and Gilligan, unpublished). The spread
of rhizomania occurs over a long period of 15-30 years. It is complicated by
cryptic invasion, in which disease is present in crops at presymptomatic levels.
This amplifies inoculum in the infested site from which transmission occurs to
adjacent fields and farms, principally by movement of infested soil on agricul-
tural machinery (Truscott and Gilligan, 2001). The disease poses several concep-
tual problems, including the complexity of the epidemiological cycle mediated
by the vector, P. betae, as well as the importance of presymptomatic spread.
Simplification of the model for vector dynamics was outlined in section IV, from
which it is possible to compute the amplification of inoculum during each beet
crop. Redistribution of inoculum between crops is modelled on a random grid at
three scales, within-field, within-farm and between farms, which interact with
each other. The model has been successfully fitted to data for the spread of
rhizomania in the UK. Some preliminary output is shown in Fig. 7, in section
II.C.2. Figure 7 shows the spread of intensification of disease in East Anglia, as
well as two stochastic realisations for spread into other regions of the UK. The
stochastic realisations underline the possibility of extreme occurrences, shown
here as saturated spread or a low incursion. The value of stochasticity lies in
assessing the probability of these two contrasting scenarios. Decisions can then
be made about the likely effects on the risk of disease spread by the introduction
of partially resistant varieties or by disease containment policies.

Still other methods of model simplification involve the approximation of
explicitly spatio-temporal models by means of moment closure (Bolker, 1999)
and pairwise approximation (Filipe and Gibson, 1998). All of these offer
promise for incorporation of the intrinsic non-linearity and spatial structure of
epidemics into predictive and management systems. But the theoretical and
experimental work is only just beginning.

B. INVASION AND PERSISTENCE IN METAPOPULATIONS

The metapopulation concept is widely used in human and animal epidemiology
(Kareiva, 1990; Bolker and Grenfell, 1995; Swinton et al., 1998). With the
exception of semi-natural systems metapopulations have received relatively less
attention in the study of plant—parasite interactions (Thrall and Jarosz, 1994;
Thrall and Antonovics, 1995; Antonovics et al., 1997; Thrall and Burdon, 1997,
1999, 2000; Swinton and Gilligan, 1999; Burdon and Thrall, 1999), despite
being a natural scale at which to study the population dynamics (Burdon, 1993;
Thrall and Burdon, 1997). This stratification of the host population into a
metapopulation can profoundly alter the dynamics of infection, especially the
probability of invasion and persistence (Durrett and Levin, 1994b; Levin and
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Durrett, 1996). Spatial heterogeneity has recently been the focus of much atten-
tion in the dynamics of infection in human and animal populations (Kareiva,
1990; Durrett and Levin, 1994a,b; Swinton and Gilligan, 1998; Swinton et al.,
1998). In contrast, the impact of spatial heterogeneity on plant—parasite interac-
tions has received relatively little attention (Onstad and Kornkven, 1992; Thrall
and Burdon, 1997; Filipe and Gibson, 1998; Swinton and Gilligan, 1999). Much
of the work on epizootic and human diseases is based on deterministic mean-
field models, often with assumptions of complete mixing between infecteds and
susceptibles, but increasing attention is being given to stochastic (Mollison and
Levin, 1995; Nasell, 1995) and to spatially-extended models drawing on the
mathematics of statistical physics, including percolation theory (Durrett, 1995;
Cardy, 1996) and probability theory (Grimmett and Welsh, 1986). These
approaches are proving a rich ground for analysis of epidemics.

The application of a metapopulation approach to the analysis of invasion and
persistence of epidemics of plant disease can be simply illustrated with an
example taken from Park et al. (2001). Using an SI model with density-
dependent birth and death of susceptible leaves (or roots), Park et al. (2001)
derived criteria firstly for invasion in a single subpopulation, here defined as a
field, and secondly for a landscape comprising an aggregation of fields on a
lattice. The model is given by:

% =(bo -ble)Sj —(do +d1Nj)Sj =48
11
% = 8, —(u+do +d1Nj)’f’

where §; and [; are the densities of susceptible and infected hosts (leaves or
stems) in the jth field respectively, and N;= S, + [; is the total host density in the
jth field. The model for host growth in the absence of disease collapses easily
into a logistic function, but, for maximum generality, the birth and death rates
are separated here to allow density dependence on both the birth (b, — b;N;) and
death (dy + d|N)) rates. The parameter u is the disease-induced death rate of
infected hosts, which, combined with natural mortality, gives a total rate for the
loss of infected hosts, as u + dj, + d;N;. The fields are linked to allow for trans-
mission from one field to another, with the connections defining the spatial
structure of the host population. The force of infection, A; depends on two
sources of inoculum, most coming from within the field and some coming from
neighbouring patches:

Ay =Bli+eB Y Iy
kENhood
where f is the rate of transmission within a patch, and ¢ is the strength of cou-
pling between fields, that is a measure of the amount of transfer of infection
between fields. Here we assume that there is a high production of inoculum, so
that the amount of transfer out of the field has a negligible effect on dynamics



FRAMEWORK FOR DISEASE MANAGEMENT 45

within the donating field. Where this is not the case, the equation for force of
infection becomes

by ==l +eB Y 1.

kENhood

The neighbourhood of interaction is a measure of the numbers of fields from
which inoculum may arrive in the jth field.

Three key parameters can be identified that play a critical role in the ability of
the parasite to invade and persist within the host population (Park et al., 2001).
These are:

1. the within-field parasite basic reproductive number (R,), which characterises
the infection dynamics at the local spatial scale within fields;

2. the neighbourhood of interaction (p), which describes which fields interact
(this may be nearest neighbour, i.e. adjacent fields or may extend beyond
nearest neighbours to more distant fields);

3. the strength of coupling between fields (&) within the neighbourhood of
interaction.

The behaviour of the epidemic within fields is characterised by the parameter R,
where:

Bx

Ry=— ",
Pu+dy +dx

which is therefore analogous to the now familiar R, for an isolated field, with
invasion occurring when R, > 1. The parameters, ¢, and p characterise the spread
of the parasite over larger spatial scales. It is not possible to derive an analytical
invasion threshold, but a heuristic solution is possible by considering the relative
contributions from within and between fields (Park et al., 2001), yielding an R,
for the entire population of fields of:

Ry = Rp(l +2€)

where z is the number of fields in the neighbourhood, which depends on p. This,
in turn, yields a critical size for individual fields within a metapopulation for
invasion to occur (R, > 1):

o Mrdy
Bl+ze)-d,

This is based on an assumption that there is complete mixing between infected
and susceptible hosts within a field — an assumption that may well not be true.
Nevertheless, these predictions give us a starting point from which to test the
model predictions, especially in considering the strength of coupling between
fields, which can be controlled by cropping density.

Whereas the deterministic model allows the computation of thresholds for
invasion, a stochastic version allows estimation of the probabilities of invasion
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and persistence. Figure 16 shows how these thresholds are influenced by two of
the parameters R, and ¢, for a given neighbourhood of interaction. The determi-
nistic model separates the parameter space into invasion and non-invasion
(Fig. 16(a)). Inspection of the behaviour of the stochastic model around the
deterministic boundary shows that although there is a finite probability of inva-
sion immediately above the threshold, the probability of invasion is very low
(Fig. 16(b)). Only as the within-field multiplication rate increases substantially
does the probability of invasion become large. This is a very important result in
considering the risk of invasion. As the value for R, increases still more, a
threshold for persistence emerges (Fig. 16(c)). Spread is now so rapid within
fields that the supply of susceptible tissue is rapidly exhausted and the epidemic
dies out before there is substantial spread to new regions. This can certainly
happen in disease in natural and semi-natural populations (Antonovics et al.,
1997; Burdon and Thrall, 1997; Thrall and Burdon, 1999). Its role in agriculture
has yet to be assessed and it will be compounded by inter- as well as intra-
seasonal dynamics (section II.C.5). It is a feasible consideration, however, in
optimising the deployment of control measures involving pesticides, resistant
genes, biological and cultural control. How should these be applied across a
mosaic of crop sites so as to minimise the risk of invasion and the risk of persist-
ence? Converse problems arise in seeking to establish biological control agents
where invasion and persistence of these micro-organisms become desirable.

The stochastic metapopulation theory shows three scenarios: a parasite
(or hyperparasite) cannot invade (Fig. 17a); the parasite can invade and persist
(Fig. 17(b)); or the parasite invades but cannot persist (Fig. 17(c)). Persistence
usually involves local persistence in which the parasite is absent from some
fields but present in others (Fig. 17(b)).

The theory allows prediction of the time to extinction. This might be applied
to pesticide-sensitive forms and to hyperparasites as for the d-factors to control
Dutch elm disease or at a much smaller scale (in which subpopulations comprise
sections of a single field) in the use of S. sclertivorum to colonise S. minor.
Persistence clearly depends on the degree of coupling between subpopulations,
since these provide the ‘rescue-effect’ for sites from which inoculum dies out.
Park et al. (2001) have shown that there are values for the short range transmis-
sion (characterised by R,) and long-range transmission (¢ and p) that optimise
the probability of parasite persistence. Because of the nonlinearity of the system,
the outcome depends on the initial levels of infection. Moreover, the chance of
extinction is minimised for intermediate levels of coupling. Working with a
more general model for metapopulation dynamics, Keeling (2000) has analysed
the dynamics of local and global extinctions. He showed that for single-species
systems, local extinctions are little affected by coupling, but global extinctions
are minimised when coupling is at its maximum. When, however, two species
are involved with interdependent dynamics, as for an epidemic, a measure of
local extinction increased steadily with coupling between subpopulations, but
global extinction was minimised for intermediate coupling.
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Fig. 16. Comparison of invasion thresholds for a deterministic and a stochastic model for metapopulation dynamics. (a) Invasion thresholds for the
deterministic model of disease introduced into a metapopulation. The figure shows how the invasion threshold varies with the strength of coupling
between subpopulations ¢ and the ability to multiply within subpopulations (here denoted as R,,; equivalent to R, for a single subpopulation used in the
text). The deterministic model implies that the parasite cannot invade in the black region and always invades in the white region. Invasion thresholds also
correspond with persistence thresholds: once it invades, a deterministic model predicts that it will persist. (b) Invasion thresholds for the stochastic
version of the model. Invasion is now shown as a stochastic process denoted by the grey scale for the probability of invasion, ranging from zero
probability (black) to a probability of one (white). The deterministic threshold is shown for comparison. (c) Comparison of invasion and persistence
thresholds for the stochastic model. Increasing one of the parameters (R,,) reveals three regimes in the behaviour of a parasite: no invasion (lower black
region), invasion and persistence (mid region) and invasion followed by elimination (upper black region). The model is a spatially extended general-
isation of the simple SI model in the text with introduction of a small amount of parasite near the centre of a 10 X 10 array of subpopulations and allow-
ance for dispersal within and between subpopulations. Reproduced with permission from Park et al. (2001).
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Fig. 17. Three scenarios for the dynamics of an epidemic in a metapopulation. (a)
The parasite cannot invade (R, = 0.5). (b) The parasite invades and persists (R, = 8.0).
(¢) The parasite invades but cannot persist (R, = 16.0). The plots show the infection level
in each subpopulation at various times. The bars indicate degree of infection in each
subpopulation. The radius of the neighbourhood of interaction is p = 1, the strength of
coupling is € = 0.1 and the remaining default parameters and initial populations are given
in Park et al. (2001). Similar results can be derived for systems with more distant
dispersal across subpopulations. Reproduced with permission from Park ez al. (2001).

Future management decisions in epidemiology are likely to consider, not only
the deployment of genetical, chemical and other methods of control and their
effects on R, € and p but also the geometry and size of fields within an agricul-
tural region. Little work has so far been done on the geometry of agricultural
mosaics other than in relation to disease mixtures within fields (Mundt and
Leonard, 1986; Finckh and Mundt, 1992; Mundt et al., 1995a,b; Mundt, 1997;
Finckh et al., 2000; Zhu et al., 2000; Ngugi et al., 2001). An exception is the
work of Holt and Chancellor (1999) who have recently used numerical simula-
tions to analyse the spread of rice tungro virus disease in tropical irrigated rice
cultivation in which there is asynchronous planting throughout the year. They
showed that a relatively large proportion of fields must be planted with resistant
varieties in order to have sufficient area-wide impact on inoculum to reduce
disease incidence in fields of susceptible varieties. In many rice cropping
systems there are two growing seasons per year and the modelling indicated that
the best strategy for disease control is to concentrate deployment of resistant
varieties in the season of greatest disease spread. Attempts to minimise inoculum
carry-over to the ‘high-spread’ season by concentrating resistant varieties in the
previous season had little effect over a range of simulated conditions.

Analytical work on crop mosaics is likely to concentrate upon the size and
number of subpopulations. Swinton (1998) has extended the work of Bartlett
(1956, 1957) to derive expressions for extinction times. Numerical simulations
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show that there is a phase transition (i.e. a switch in behaviour from short to long
extinction times) around a critical subpopulation size, N. Below N, the time to
extinction is very short because the amount of susceptible hosts is not sufficient to
maintain the epidemic until it spreads to the next subpopulation. As the population
of susceptibles increases above N there is a sudden transition to long extinction
times. Increasing the number of subpopulations in the metapopulation delays
extinction but does not affect the critical value of N at which the phase transition
occurs. The analyses were derived for a rather restrictive type of epidemic associ-
ated with the persistence of seal distemper virus in the harbour seal, Phoca vit-
ulina, in the North Sea (Swinton et al., 1998). This is described by an SEIR model
with mass-action mixing and nearest-neighbour transmission along a line of sub-
populations (typical of a coastline), with a single annual pulse in births of suscepti-
bles. For the current discussion, however, the model serves to draw out the
following important points about persistence. Persistence depends on the supply of
susceptibles, patch (subpopulation) size, and the number of patches; and there is a
critical patch size for disease to persist in a metapopulation. Also there is a marked
phase transition towards persistence above the critical patch size. Moreover, the
extinction time depends on the time to spread through one subpopulation and the
transit time to another subpopulation — defined as the time when the first individ-
ual becomes infected and starts an epidemic in the recipient patch.

Swinton also showed that above N, the expected extinction time for a
metapopulation with n + 1 subpopulations each of size N is given by:

E[TE]=a In N +bn,

in which a and b are constants. Many botanical epidemic systems appear more
complicated with periods of survival on alternative or alternate hosts or by
saprotrophy on organic matter, further confounded by genetical and environmen-
tal heterogeneity. The phocine distemper virus system also appeared compli-
cated at first sight. Nevertheless the analyses were sufficient to show
convincingly that the virus could not persist in the North Sea (Swinton et al.,
1998). The likelihood of reoccurrence of this devastating epidemic was therefore
small, requiring reintroduction of the virus from other species of seals.
Metapopulation analyses for invasion, persistence and times to extinction are
now an active area of interest in botanical systems.

The metapopulation formulation used by Park et al. (2001) is a relatively
sophisticated model. It is spatially-explicit, making allowance for stochastic
variation, and describes the dynamics of populations within, as well as between,
each subpopulation — known as a structured metapopulation (Gyllanberg et al.,
1997). The original paradigm of a metapopulation arose from work on insect
populations by Levins (1969), who defined a population as a series of potential
sites for insect colonisation. Each site was either occupied (P) or unoccupied
(1 — P). This led to the Levins model for metapopulations whereby:

dp
— =cP(1-P)-eP
dr
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This yields a simple expression for the equilibrium density of occupied patches,
P=1-el/c, where c and e are the colonisation and extinction parameters respec-
tively. Surprisingly, this was neither stochastic nor spatial and dealt with one
species, yet it has proved remarkably robust in focusing attention on problems of
persistence in populations. Recent work by Keeling (2002) on stochastic dynam-
ics for single and interacting species, and by Hanski and Ovaskainen (2002) on
explicit spatial structure, have examined the strengths and weaknesses of the
simplifying assumption of the Levins model, showing how the model can be
used as a rule-of-thumb guide to predict persistence.

C. DYNAMICAL LANDSCAPES

Metapopulations are not static: susceptible crops are rotated. This yields a
dynamical landscape through which disease spreads over several years. The
motivation for crop rotation has of course been empirical, with farmers quickly
realising the risks of disease from repeated monoculture in the same field. Only
recently have we begun to think of a theory that underpins this relationship.
Initial work will parallel situations of habitat destruction in ecology (which is
analogous to harvesting and resowing with a non-susceptible crop) as well as
coevolution of hosts and parasites in semi-natural populations, and to the evolu-
tion of dispersal. Some general results are emerging: increasing spatial variabil-
ity leads to selection for reduction in the rate of dispersal, while increasing
temporal variability increases the rate of dispersal (McPeek and Holt, 1992). In
ecology, paradoxically, the management issue is usually focused on maintaining
a race or species in a community, for example by increasing connectivity
between favourable patches. By contrast, in epidemiology, we are usually con-
cerned with elimination of the parasite, although future work may seek to
promote the persistence of fungicide-sensitive forms in pathogen populations.

Much of the work on landscape dynamics has focused on single species.
Some of this can be applied to epidemiological systems under certain condi-
tions, for example,

1. when the amount of host tissue at susceptible sites is not limiting, so that the
parasite spreads though a mosaic of susceptible fields;

2. and when sites are simply classified into habitable (susceptible), uninhabit-
able (unavailable) and habited (infected) without specifying the numbers or
infected/diseased status of individuals at each site.

The proportion of the landscape that is available for colonization is of
common interest in ecological and epidemiological contexts. This leads to con-
sideration of the total amount of susceptible crop in the landscape, the size and
the connectivity of these sites. Seminal work by Fahrig (1992) showed that in
ephemeral habitats in which the rate of creation and extinction of patches was
fast, the details of dispersal distance and inter-patch distance were relatively
unimportant. Habitats for plant disease may be rendered uninhabitable by appli-
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cation of pesticide and fungicide as well as by rotation. They are also subject to
environmental variation that can effectively switch infection on and off, for
example by the availability of moisture for germination. Most environmental
switches will act at the global scale, although irrigation is an interesting excep-
tion. Hence the agricultural and horticultural landscape may well be ephemeral.
Fahrig (1992) did include within-patch dynamics but she also maintained the
total amount of habitat as constant. Keymer et al. (2000) have taken these analy-
ses a lot further using a combination of mean-field and spatially-explicit models,
but without taking account of within-patch dynamics.

Keymer et al. (2000) used a patch occupancy model with three states, ‘non-
habitable’, ‘habitable and empty’, and ‘habitable and occupied’, to analyse the
effects of patch life-span, together with the total amount and connectivity of
available habitat on extinction thresholds and persistence in metapopulations.
They used a spatially-explicit lattice model with nearest-neighbour mixing,
together with a mean-field approximation. The model has four governing para-
meters, two for patch dynamics and two for biological dynamics.

These are for patch dynamics:

— A the patch creation rate;

— e the patch extinction rate,

and for biological dynamics:

- 5} the propagule production rate;
- o) the local extinction rate.

The parameters for patch dynamics were assumed to be independent of loca-
tion, while the propagule production rate, 3, depends on the habitable status of
neighbouring patches. In an epidemiological context, f is equivalent to a trans-
mission rate parameter and the whole system can be summarised by an SIR
mean-field equation, with S equating to empty patches, I to occupied, and R to
immune or non-habitable sites:

Z—f=AR—ﬂSI+6I—eS,

% = BSI-(5+e)1,

c;—It-‘)=e(5+1)—)ue.

The long-term amount of habitable sites is given by 7= S + I = A/(A + ¢) and the
proportion of occupied (i.e. infected) sites is given by p =1 — (8 + e)/fn, which
is analogous to the Levins formula. Ignoring the dynamics of site creation and
destruction yields a simple criterion for invasion given by R, = /6. This is a
ratio of multiplication (by transmission between sites) and death and is termed
the inherent life history of the target species (Keymer et al., 2000). When
allowance is made for patch dynamics, a new criterion emerges:
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Ry = Ryiny >1

that depends on the inherent life history, the amount of habitat (i) and y =
/(8 + e), which is the ratio of intrinsic extinction to effective extinction because
of landscape change (Keymer et al., 2000). It follows therefore that it is possible
to analyse invasion criteria for disease in the landscape and show how this
changes with landscape parameters and intrinsic biological parameters. In partic-
ular, it is possible to identify the minimum amount of suitable habitat (n,,;,) that
a dynamic landscape needs in order to support disease:

Nyin = L(a +é)
I} T

where T = /e is the average life-span of a habitable patch, i.e. the duration of a
crop. A corresponding threshold for the minimum life span of a patch can also
be derived:

‘Emin = (ﬁﬁ _6)_1'

Of course these results hold only at equilibrium, and the model assumes asyn-
chrony in sowing and harvest, but future work will examine the effects of syn-
chrony. More importantly, the foregoing analyses are based on deterministic
analyses. The stochastic version of the models shows that the mean-field (deter-
ministic) model allows an intuitive analysis for invasion that is qualitatively
correct. The mean-field model, however, fails to capture the quantitative dynamics
of the spread. In particular, the mean-field model grossly underestimates the time
taken for colonisation of habitable sites by disease (see figs 2 and 4 in Keymer
et al. (2000)). Numerical results from the stochastic model also show that the
thresholds for Ry, n,,, and T,,;, are all underestimated if account is not taken of the
spatial correlations in local dispersal of the invading species. This highlights the
value of the intuition that deterministic analyses allow, while cautioning about the
loss of precision and realism that stochastic, spatially-explicit models confer.
Without the insight from the deterministic models, however, practical results from
simulation may be elusive, remaining hidden in a mass of simulations.

D. PERCOLATION

The connectivity of the habitable sites (fields in which a susceptible crop is
grown) is important in determining invasion and persistence of disease in the
landscape. This leads naturally to a consideration of percolation, as the rotation
of crops — together with the application of pesticides and cultural practices —
makes and breaks connections between susceptible and infected crops. Under
static landscape conditions, percolation theory predicts that there is a critical
probability for connection (p.) above which the system is connected. Thus, for
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the landscape defined above, if 7 > p,. almost the entire landscape will be con-
nected with just a few uninhabitable patches. Below the threshold, habitable
patches will exist in isolated fragments. At the notional threshold, theory pre-
dicts that the system will be self-similar, having clusters of all sizes from single
sites right up to connecting the entire lattice (Stauffer and Aharony, 1991).
Hence the critical probability marks a phase transition between isolated sites
with a very low probability of invasion below the threshold, while above the
threshold the probability abruptly increases. The size of clusters of habitable
sites depends on initial conditions. Here percolation refers to the connectivity of
the habitable landscape under static conditions, i.e. without crop rotation. In the
agricultural landscape, however, invasion and persistence of a parasite depend
on the dynamics of the habitat as well as the ability of the parasite itself to per-
colate through this dynamical landscape — areas of mathematical theory and sta-
tistical physics that are still subjects of active research.

Keymer et al. (2000) used numerical simulation to examine the rate of
change of the landscape, distinguishing three classes: almost static, slow-chang-
ing, and fast-changing landscapes. The results are still somewhat distant from
most agricultural systems because of the absence of pulsed inputs and perturba-
tions, but they reveal some useful results. Principal among these are:

1. invasion and persistence is possible in dynamic landscapes in which 71 < p_;

2. when the landscape is static and the proportion of habitable sites is high (as
for a widely grown susceptible variety), the discrepancy between the mean-
field and stochastic, spatial models depends on the transmission and dispersal
properties of the invading parasite (encapsulated in R,)), with close correspon-
dence when the invading parasite can spread with relative ease (high R)), and
poor agreement when dispersal is restricted (low Ry).

Hence, failure to take account of landscape changes, brought about by rotation
or other agricultural practices, may underestimate the risk of invasion. The ana-
lyses show, however, that further progress can be made in planning the deploy-
ment of susceptible crops and disease-control strategies, using relatively simple
estimates for the ability of some diseases (with high R;) to spread rapidly
through a mosaic of fields. This clearly applies to many wind-dispersed patho-
gens such as rusts and smuts and those with extensive vector transmission. The
feasibility of transmission of soil- and trash-borne diseases by agricultural
machinery, however, should not be ignored. Rather surprisingly, little thought
has been given so far to the effects of agricultural strategy on the evolution of
dispersal strategy among parasites. Travis and Dytham (1999) recently have
shown that dispersal rate is generally lowered by reduced habitat availability
and by longer habitat persistence. Evolution of dispersal in the agricultural
context may occur on a time scale that is long compared with the deployment of
resistant varieties. Nevertheless, many fungal parasites do switch between short-
and long-distance dispersal when switching between asexual and sexual spore
production. The former are often splash dispersed, and the latter frequently
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aerially dispersed. Future work will elucidate the relationships of these switches
with competition between isolates and landscape dynamics, in order to minimise
the risk of severe epidemics.

The concepts underlying percolation are not restricted to a single scale, but
apply at all scales. They can be applied to spread between individual hosts. The
principle recently has been demonstrated experimentally for the saprotrophic
spread of R. solani, in which plants (or fields) were represented by nutrient sites
comprising agar spots on a triangular lattice. The relationship between probabil-
ity of colonisation and distance between a donor (an infected site) and a recipi-
ent (a susceptible site) was derived from pathozone type experiments (Fig. 18).
The distance—colonisation curves were used to estimate the critical inter-site
distance (r.) that corresponded with the critical probability for percolation
(p.=0.35) on a triangular lattice. Hence invasion is expected to occur on lattices
with inter-site distances less than r,, but not on those that exceed the critical
distance (Fig. 18). Some results are shown in Fig. 19(a), in which a marked
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Fig. 18. Use of percolation thresholds to predict whether or not infection invades
across a lattice. (a) Quantification of the fall-off in probability of transmission with
distance, derived from pathozone-type dynamics involving replicated pairs of donors and
recipients, can be used to predict the critical distance (r.) for percolation to occur in a
population. (b) Example of a percolating system (r > r,) and a non-percolating system
(r > r,). Adapted with permission from Bailey et al. (2000).
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change in invasive behaviour is seen above and below the percolation threshold
distances. The phase transition towards invasion is evident but not absolute,
because of the stochastic nature of the process: hence an occasional replicate
may invade below the threshold. Reducing the amount of nutrient at each site
shifts the transmission curve to the left, thereby reducing the threshold distance
(Fig. 19). There are clear analogies here with the planting of crops of differing
susceptibilities to disease and the consequence that these have for the critical
distance between susceptible crops in the landscape. It is very important to note
that the percolation probability dictates the chance of invasion, not the furthest
distance that dispersal can occur.

The experimental system used here is simple and rather naive, but it has the
advantage of repeatability. Arguably too, it provides a rigorous test of a theory
for invasion and persistence that goes beyond simulation because of the
inevitable introduction of some degree of uncontrollable variation in the experi-
mental system.

VIII CONCLUDING REMARKS

This review has emphasised four points in proposing an epidemiological frame-
work for disease management. Simple non-linear models can be used to capture
the temporal dynamics of epidemics in a way that enables us to identify criteria
for invasion. Variability plays a key role in both invasion and persistence of
disease, and can be represented in relatively simple stochastic models. Host
growth also affects invasion and persistence, and can be easily incorporated into
epidemic models. The models must be elaborated to include spatial variation in
order to predict the regional risk of disease.

Much of the work described here has close analogies with other disciplines,
notably medical and animal epidemiology as well as metapopulation theory
from ecology. Many of the ideas about stochastic and spatially extended dynam-
ics have already been explored in the mathematical and some in the epidemio-
logical literature. Details undoubtedly differ amongst botanical, animal and
human epidemics and between the invasion of plant and animal species and
pathogenic micro-organisms with their dependence on host dynamics. But many
parallels exist, and these have yet to be fully explored. For example, the persist-
ence of plague in rat populations (Keeling and Gilligan, 2000a,b) is analogous to
the persistence of a plant disease in an alternative host population or even as a
facultative parasite surviving as an active saprotroph. Vectors play an important
part in animal and plant epidemics (Chan and Jeger, 1994; Holt et al., 1997).
The spatial dynamics of the recent epidemic of foot-and-mouth disease among
livestock in the UK (Ferguson et al., 2001; Keeling et al., 2001) resembles many
botanical epidemics in which there are two or more levels of mixing, with long-
distance transmission initiating new foci and short-distance mixing allowing
local intensification of disease (Hughes et al., 1997), for which a rich theory is
emerging involving work on small worlds (Watts and Strogatz, 1998; Strogatz,
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2001). This theory has important consequences for the spread of resistant races
(Fry et al., 1992; Milgroom and Fry, 1997), as well as for conventional spread of
disease (Zadoks, 1999).

Plant disease is economically important only because it causes crop loss. I
have not discussed this at all. Some notable progress is being made on how the
dynamics of infection affect crop yield (Madden and Nutter, 1995; Madden
et al., 2000a). Among a plethora of approaches, most progress is likely to be
made in the pursuit of parsimonious models for crop growth (Webb et al., 1997)
and in exploring the dynamics of disease on the availability of susceptible tissue
as well as in the components of yield.

There is a long way to go, but much progress has been made in analysing the
spatial and temporal dynamics of disease that underlie invasion and persistence.
Providing that we continue to link modelling closely with experimentation and
empirical observations, and we guard against the temptation to make models
unnecessarily complicated, these nonlinear, stochastic and spatial approaches
offer the possibility of improving our understanding of disease risk and so ulti-
mately improving the management of disease at the landscape scale.
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ABSTRACT

The fidelity of delivery of macromolecules to the plant vacuole is crucial for the mainte-
nance of the essential functions of this organelle. Two different classes of proteins (and
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other macromolecules) can be identified that must be delivered to the vacuole. Firstly,
proteins that function in the vacuole are transported there shortly after their biosynthesis,
such as seed storage proteins and lytic enzymes. Secondly, proteins that function else-
where in the cell are delivered to the vacuole for degradation, either in a general homeo-
static process for the recycling of damaged cellular components, or in the remobilization
of nutrients when under stress conditions. The Golgi apparatus has a major role in the
biosynthetic transport of many proteins to the vacuole, and some progress has been made
in our understanding of the Golgi-mediated pathways and how proteins are diverted into
these pathways from the bulk flow of material to the outside of the cell. However, it is
becoming clear that many proteins follow alternative routes to reach the vacuole. Often,
this involves the initial assembly of proteins into large aggregates in the endoplasmic
reticulum, which then bud into the cytoplasm before transfer to the vacuole. In addition,
vacuolar autophagy is emerging as a mechanism for the direct uptake of components
from the cytoplasm. Some examples of these pathways and their physiological roles
within the plant will be discussed.

I. INTRODUCTION

Plant vacuoles are diverse organelles, both in morphology and function (see
Marty, 1999 for review). They are lytic organelles, involved in the breakdown of
cellular macromolecules, similar to lysosomes in animal cells. In addition, plant
vacuoles have a variety of other essential functions. They are the site of storage
of macromolecules, particularly in seeds and in other specialized storage tissues,
and of ions and small molecules such as pigments and metabolites. In this role,
they are important for cell homeostasis and protection against toxic compounds
and stresses. Vacuoles are also required for maintenance of cell turgor, which in
turn is a driving force for cell expansion during growth.

Proteins and other macromolecules are transported to the vacuole by a variety
of different mechanisms. Many resident vacuolar proteins are transported via the
endomembrane system, either by the extensively studied Golgi-mediated pathway,
or in vesicles budding directly from the endoplasmic reticulum. In addition, cyto-
plasmic components are delivered to the vacuole for degradation, in particular
under stress conditions. In this review, I will focus on some of the pathways for the
Golgi-independent delivery of macromolecules to the plant vacuole.

II. TRANSPORT OF PROTEINS TO THE STORAGE VACUOLE
DURING SEED DEVELOPMENT

Most resident vacuolar proteins that have been studied are synthesized at the
endoplasmic reticulum on membrane-bound polysomes, and are co-translation-
ally inserted into the endoplasmic reticulum (ER) due to the presence of an ER
signal sequence at the N-terminus of the protein. From the ER, multiple different
pathways exist for the further transport of these proteins through the secretory
pathway. The best studied of these pathways in plants and other organisms are
the Golgi-mediated transport pathways. Transport vesicles budding from the ER
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carry proteins to the cis face of the Golgi, where the vesicle and Golgi mem-
branes fuse, releasing the cargo into the lumen of the Golgi. Proteins move
through the Golgi stack, either by vesicle trafficking or cisternal maturation, to
the trans-Golgi network (TGN). Here, proteins destined for the vacuole are
sorted away from secretory proteins, which are secreted to the outside of the
cell by a default pathway. Many vacuole-targeted proteins contain a vacuolar
sorting signal that is recognized by a TGN-localized sorting receptor. The recep-
tor, along with its bound cargo, is packaged into transport vesicles for transport
on to the vacuole, probably via a prevacuolar compartment (for a review, see
Bar-Peled et al., 1996). The situation is complicated by the presence in some
plant cell types of multiple kinds of vacuole coexisting within the same cell,
requiring distinct sorting signals for correct protein targeting (Paris et al., 1996;
Swanson et al., 1998; Jauh et al., 1999). It is thought that proteins containing an
N-terminal sorting signal are transported to lytic vacuoles in clathrin-coated
vesicles (Fig. 1A), and proteins with a C-terminal vacuolar sorting signal are
transported in smooth dense vesicles to storage vacuoles (Fig. 1B; Kirsch et al.,
1994; Hohl et al., 1996; Hinz et al., 1999; Hillmer et al., 2001). However, at
least in most cases, the proteins transported by these pathways pass through the
Golgi apparatus.

Several Golgi-independent biosynthetic transport pathways to the vacuole
have now been described in various plant species. Typically, these pathways
have the common feature of accumulating the protein to be transported in the
ER, visualized as electron-dense inclusions by electron microscopy. Budding of
the membrane surrounding the protein to form free vesicles is followed either by
fusion of the vesicle with the vacuole, or uptake by vacuolar autophagy.

A. TRANSPORT OF SEED STORAGE PROTEINS BY VACUOLAR AUTOPHAGY

During seed development, massive quantities of seed storage proteins are syn-
thesized and transported to protein bodies or to protein storage vacuoles. This
transport can take place by several different routes, depending on the species
and the protein being transported. Seed storage proteins contain an N-terminal
signal sequence for transport across the endoplasmic reticulum membrane into
the lumen during synthesis. From this point the transport pathways of different
proteins diverge, due to the presence of targeting signals in the protein and the
physical properties of the storage proteins themselves. Some storage proteins
are transported to the vacuole by the classical Golgi-mediated route, described in
Fig. 1. A second class of proteins aggregate in the ER to form protein bodies that
eventually detach from the ER cisternae and remain in the cytoplasm (Fig. 2A;
Herman and Larkins, 1999).

Of particular interest is a third class of seed storage proteins, for example, the
wheat prolamins. These prolamins assemble in the ER, as above, to form protein
bodies, surrounded by rough ER, which bud into the cytosol. The small cytosolic
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Fig. 1. Golgi-mediated vesicle transport pathways to the vacuole. (A) Many proteins
destined for the lytic vacuole travel from the ER to the Golgi and then to the trans-Golgi
network. Here, they are packaged into clathrin-coated vesicles (CCV) for transport to the
vacuole, probably via a prevacuolar compartment (PVC). (B) Storage proteins are often
transported from the Golgi to the vacuole in smooth dense vesicles (DV), without a
clathrin coat, potentially via a multivesicular body (MVB) that may function as a
prevacuolar compartment.

Fig. 2. Formation of ER-
derived protein bodies. (A)
Protein bodies (PB) form by
accumulation of seed storage
proteins in the ER, followed by
release into the cytoplasm. (B)
In some species, the protein
body membrane then fuses with
the tonoplast, releasing the
storage proteins into the
vacuole. (C) Protein bodies may
acquire additional proteins,
containing complex glycans, by
the fusion of vesicles derived
from the Golgi apparatus.
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Vacuole

Fig. 3. Vacuolar uptake of protein bodies by autophagy. ER-derived small protein
bodies (PB) can fuse in the cytoplasm to form larger aggregates. These become
surrounded by membrane vesicles that fuse to form small vacuoles containing the storage
proteins.

protein bodies appear to fuse in the cytosol to form larger protein bodies that are
often still associated with rough ER membrane. The ER chaperone BiP is
present in the protein bodies, confirming their ER origin. However, these protein
bodies are then taken up into small vacuoles (or provacuoles) by a process
resembling autophagy, at least morphologically. The pathway for this internal-
ization has been studied by electron microscopy (Levanony et al., 1992).
Electron-lucent vesicles, or provacuoles, appear to attach to the surface of the
cytosolic protein bodies, eventually covering the entire surface. Fusion of the
membranes of the provacuoles results in formation of a small vacuole containing
one or more protein bodies. These protein bodies initially are surrounded by
membranes, which may be derived both from the ER and from the provacuoles.
This membrane is apparently degraded within the vacuoles, leaving the protein
bodies free inside the vacuole, where they may aggregate further (Fig. 3).

The direct transport of prolamins to the vacuole by autophagy, bypassing the
Golgi apparatus, is further supported by studies of the expression pattern of
genes involved in protein trafficking (Shy et al., 2001). During wheat endosperm
development, a gene required for ER protein translocation (Sec6la) is up-
regulated as expected, due to the large amounts of storage proteins that need to
be transported into the ER. In contrast, two genes involved in trafficking at the
Golgi complex (COPa and BP-80) show reduced expression during seed storage
protein deposition. These experiments provide correlative evidence that the
Golgi complex is not involved in transport of seed storage proteins in wheat.

B. TRANSPORT OF STORAGE PROTEINS IN PRECURSOR-ACCUMULATING
VESICLES

A potentially similar pathway for deposition of seed storage proteins has also
been described in developing pumpkin cotyledons and castor bean seeds.
Initially, the transport and processing of storage proteins was studied by pulse-
chase analysis followed by cell fractionation (for example, Fusikawa et al.,
1988; Hara-Nishimura et al., 1993). Dense vesicles were identified as a transport
intermediate between the rough ER, where the storage proteins are synthesized,
and the protein storage vacuoles, where final processing of the proproteins
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occurs to produce the mature form. As could be seen for the wheat prolamins,
electron-dense aggregates of the storage proteins were observed in the ER, indi-
cating that this may be the source of the vesicles. The dense vesicles were
purified, and shown to contain the proforms of seed storage proteins, again
indicating that they are an intermediate in the vacuolar transport pathway
(Hara-Nishimura et al., 1998) and hence were named ‘precursor-accumulating
(PAC) vesicles’.

Ultrastructural analysis of both the purified vesicles and pumpkin developing
cotyledon cells showed that the vesicles share a number of characteristics with
the ER-derived protein bodies of wheat described above. The PAC vesicles are
large, approximately 300 to 400 nm in diameter, and appear to form in the rough
ER and bud into the cytosol. Some cytosolic PAC vesicles could still be seen in
association with ER membranes and ribosomes, and BiP was found within the
storage protein aggregates. The purified vesicles consisted of an electron-dense
storage protein core, surrounded by an electron-lucent layer that sometimes con-
tained small electron-lucent vesicles. These structures could correspond to the
provacuoles described in maturing wheat seeds. In castor bean seeds, this
peripheral area of the PAC vesicles also contained glycoproteins containing
complex glycans that are formed in the Golgi apparatus (Hara-Nishimura et al.,
1998). It is possible that Golgi-derived vesicles fuse with the ER-derived cytoso-
lic PAC vesicles to deliver complex glycan-containing proteins (Fig. 2C).

While these properties suggest that protein bodies in wheat and PAC vesicles
in pumpkin and castor bean are in fact equivalent structures, it is unclear how
transport of the seed storage proteins from the PAC vesicles to the protein
storage vacuoles actually occurs. It is tempting to speculate that, by analogy
with the wheat system, PAC vesicles are taken up into the vacuole by an
autophagy-like mechanism (Fig. 3). However, it is also possible that storage pro-
teins are delivered by fusion of the outer membrane of the PAC vesicles with the
tonoplast of the protein storage vacuole (Fig. 2B,C). Resolution of this question
awaits further details on the mechanism of transport.

In addition to seed storage proteins, PAC vesicles have also been shown to
transport membrane proteins to the vacuole. One seed-specific component
(MP73) was isolated as a peripheral membrane protein from pumpkin protein
storage vacuoles (Mitsuhashi ef al., 2001). The protein is synthesized as a pre-
proprotein, with an ER-targeting signal and a propeptide of unknown function
that is removed in the vacuole. The pro-form of MP73 was found on the mem-
branes of PAC vesicles, whereas the mature form was found at the protein
storage vacuole, strongly implicating the PAC vesicles in the transport of MP73
from the ER to the storage vacuoles. PAC vesicles (and probably their equiva-
lent in other species) are thus involved in the delivery of other proteins, in addi-
tion to seed storage proteins, that function at the protein storage vacuole.

A second class of membrane proteins found in PAC vesicles are those homo-
logous to proteins involved in vesicle trafficking and protein targeting in various
species. Vacuolar sorting receptors from several plant species have been
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Fig. 4. Structure of vacuolar sorting receptors. Vacuolar sorting receptors contain an
N-terminal ER signal peptide (SP) that is removed during synthesis (arrow). The long
lumenal portion includes an RMR domain and three epidermal growth factor (EGF)
repeats. A single transmembrane region (TMD) is followed by a C-terminal cytoplasmic
tail containing a tyrosine (Y) motif for clathrin adapter binding.

described, sharing extensive sequence similarity, the best characterized being
pea (BP-80; Paris et al., 1997) and Arabidopsis (AtELP; Ahmed et al., 1997).
They are integral membrane proteins with a large lumenal domain that binds to
N-terminal vacuolar sorting signals from a variety of proteins (Fig. 4). At least
in pea and Arabidopsis, they reside on the frans-Golgi network, where they bind
their vacuolar-targeted cargo and package it into clathrin-coated vesicles for
further transport on towards the vacuole (Kirsch et al., 1994; Sanderfoot et al.,
1998; Cao et al., 2000). Unexpectedly, a membrane protein (PV72) showing
sequence homology to these vacuolar sorting receptors was identified in PAC
vesicles (Shimada et al., 1997). PV72 was able to bind to peptides derived from
pro-2S albumin, implicating it in the recognition and targeting of 2S albumin to
the protein storage vacuole. PV72 may therefore act as a sorting receptor for
seed storage proteins in pumpkin. One possibility is that PV72 binds to storage
proteins in the ER and initiates their aggregation to form the electron-dense core
of the budding PAC vesicles. This observation extends the role of this family of
vacuolar sorting receptors from Golgi-mediated transport to the vacuole in
clathrin-coated vesicles, to a potential function in other types of vacuolar
trafficking pathway. Multiple homologs of BP-80/AtELP exist in various
species, and it will be interesting to determine whether some of these proteins
also function in pathways other than the classical Golgi-dependent pathway.
The association of PV72 with 2S albumin peptides was recently examined in
more detail (Watanabe et al., 2001). Like other sorting receptors, PV72 contains
epidermal growth factor (EGF)-like repeats in its large, N-terminal lumenal
domain. The PV72 lumenal domain, and a truncated version lacking the EGF
repeats, were expressed in insect cells and purified for use in binding assays. It
was determined that the EGF repeats are not required for binding to the 2S
albumin peptide, but appear to stabilize PV72 ligand binding. It has been pro-
posed previously, for other vacuolar sorting receptors studied (Kirsch et al.,
1994; Ahmed et al., 2000), that binding of a cargo protein to its receptor is pH
dependent. Vacuolar cargo proteins would bind to the receptor at the more
neutral pH of the Golgi complex, and be released later in the pathway, possibly
in a prevacuolar compartment, due to the more acidic pH of later organelles. In
contrast, association and dissociation of the 2S albumin peptide with PV72 was
dependent not on pH, but rather on the calcium ion concentration (Watanabe
et al., 2001). This may reflect differences in the transport pathway, as PAC
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vesicles transport proteins to the protein storage vacuole, which has a more
neutral pH than the Iytic vacuole. Transport of storage proteins via PAC vesicles
may therefore be a calcium-regulated process.

The membrane of PAC vesicles also contains two members of the rab family
of small GTPases (Shimada et al., 1994). Rab GTPases are typically involved in
vesicle fusion reactions throughout the endomembrane system and may impart
specificity to the reaction and regulate membrane fusion via their GTPase cycle.
Their presence on PAC vesicles implicates the participation of these membranes
in a vesicle fusion reaction. This may indicate that PAC vesicles do in fact fuse
with the protein storage tonoplast, rather than being taken up by autophagy.
However, the GTPases could also play a role in other types of membrane fusion
processes. For example, the membranes of the electron-lucent vesicles surround-
ing the core of the PAC vesicles may fuse with each other to generate small
provacuoles containing the storage proteins.

C. BIOGENESIS OF COMPARTMENTS WITHIN THE PROTEIN STORAGE VACUOLE

The transport of seed proteins to the storage vacuole is complicated by the
observation that, in many species, the protein storage vacuole is composed of
three distinct compartments. The matrix is the destination for soluble storage
proteins, the globoid contains phytic acid and oxalate, and the crystalloid is a
compartment defined by its lattice structure and contains a mostly unknown
complement of proteins and membrane components. The biogenesis of this
unique structure has now begun to be addressed.

In developing tobacco seeds, a transgenic reporter protein was found to localize
to small organelles in the cytoplasm at early stages of development (Jiang et al.,
2000). These organelles were suggested to be the equivalent of PAC vesicles and
to contain material budding directly from the ER, as well as Golgi-derived compo-
nents (Fig. 2C). Later in seed development, protein storage vacuoles appeared to
take up these organelles, which then aggregated to form the crystalloid.

These same PAC vesicle-like organelles were also postulated to be a pre-
vacuolar compartment for the globoid cavity. Jiang ef al. (2001) demonstrated
that the globoid cavity is a membrane-bounded compartment within the
protein storage vacuole, which contains membrane and soluble protein markers
characteristic of a lytic vacuole. This raises the intriguing possibility that this
provides a means of separating lytic and storage functions of the vacuole during
seed development. Whether the contents of the globoid compartment are
released during seed germination and function in the breakdown of the seed
storage proteins in the matrix of the protein storage vacuole remains to be seen.

D. INDUCTION OF ER-DERIVED PROTEIN BODIES IN TRANSGENIC PLANTS

While the process of autophagy during seed development might appear to be
unique to certain species, evidence indicates that the pathway may be induced in
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species that do not normally produce ER-derived protein bodies (Bagga et al.,
1995, 1997; Coleman et al., 1996). Expression of zeins (members of the pro-
lamin class of seed storage proteins) in transgenic tobacco or alfalfa plants
caused the formation of protein bodies in the ER that were subsequently trans-
ported into vacuoles in seeds by autophagy. The autophagic machinery must
therefore be present in species that do not usually synthesize vacuolar protein
bodies. Whether this machinery is related to that required for stress-induced
autophagy is unclear at this time.

ER-derived protein bodies were also generated in transgenic plants expressing
a modified version of the vacuolar seed storage protein vicilin, containing a
C-terminal KDEL motif (Wandelt et al., 1992). KDEL (K = lysine, D = aspar-
tate, E = glutamate, L = leucine) motifs are retrieval signals found at the
extreme C-terminus of soluble resident ER proteins (Munro and Pelham, 1987;
Lee et al., 1993). Upon escape of a KDEL-containing protein from the ER, the
KDEL is recognized by a receptor protein at the cis Golgi, causing recycling of
the protein back to the ER. Addition of a KDEL to vicilin would therefore be
expected to greatly reduce its rate of transport to the vacuole and increase its
concentration in the ER. Vicilin-KDEL accumulated to very high levels in trans-
genic plants, compared with unmodified vicilin, and was found to be much more
stable. Protein bodies formed in the ER of the vicilin—-KDEL-expressing plants
and eventually budded off the ER to form protein bodies in the cytoplasm
(Wandelt et al., 1992). However, it is not clear whether these protein bodies
were finally transported to the vacuole by autophagy, as might be expected, at
least in seeds.

Similarly, Hayashi et al. (1999) expressed in Arabidopsis a fusion protein
containing 2S albumin from pumpkin, which normally is transported to the
vacuole via PAC vesicles in pumpkin seeds. Again, the heterologous expression
of the storage protein caused the formation of novel structures in vegetative
tissues of Arabidopsis that were similar to PAC vesicles. The vesicles did not
apparently fuse with the vacuole, and therefore, while the machinery for the for-
mation of the vesicles is likely to be present in all cells and all plant species, the
machinery for uptake into the vacuole may only be present in seeds. This could
be due to many vegetative cells containing only a lytic vacuole, rather than a
protein storage vacuole. Alternatively, the PAC-like vesicles could be delivered
to the vacuole and their contents rapidly degraded due to the high activity of
lytic enzymes in the lytic vacuole.

III. TRANSPORT TO THE VACUOLE DURING SEED
GERMINATION

The large quantities of storage proteins that are transported to the vacuole during
seed development must be broken down by proteases during germination to
support the seedling until photosynthesis takes over. There has been some debate
over whether the proteases for this breakdown are synthesized de novo after
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Fig. 5. Structure of KDEL-tailed proteinase. Proteinases from mung bean, castor
bean and many other plant species contain an N-terminal signal peptide for
cotranslational transport into the ER, an N-terminal propeptide, and a KDEL ER retention
signal at the C-terminus. Arrows indicate the sites where cleavage produces the mature,
active proteinase.

germination, or whether they are synthesized during seed development and
either stored in an inactive form or sequestered away from their substrates until
their activity is required. The reality is probably a combination of these possibil-
ities, dependent on the plant species and on the protease under study. Many pro-
teases are likely to be transported to the vacuole by the classical Golgi-
dependent pathways (section II). However, some alternative transport pathways
have recently been described for the bulk transport of proteases during seed
germination.

A. PROTEASE-CONTAINING VESICLES BUD FROM THE ER

1. Role in Storage Protein Mobilization

Vigna mungo seeds have been used as a system to study the rapid mobilization
of storage proteins after germination. A cysteine protease (called SH-EP) was
shown to be capable of breaking down seed globulin (Okamoto and
Minamikawa, 1998) and was proposed to be a major factor responsible for its
degradation upon seed germination. SH-EP is synthesized as a preproprotein at
the ER and cotranslationally processed to the proform. The propeptide is later
removed to produce the enzymatically active mature form, either autocatalyti-
cally or by an asparaginyl endopeptidase that was also identified from Vigna
mungo seeds (Fig. 5; Okamoto and Minamikawa, 1999).

One unusual feature of SH-EP is the presence of a KDEL sequence at the
C-terminus of the protein (Okamoto et al., 1999). KDEL and related sequences
are found in ER-resident proteins and function as signals for the retrieval of
escaped proteins back from the Golgi complex. One function of the SH-EP
KDEL signal may be to prevent the forward transport of the protein out of the
ER and through the Golgi complex. SH-EP therefore accumulates to high levels
in the ER as the relatively inactive proform, until germination of the seeds.

Seed storage protein breakdown within cotyledon cells of germinated Vigna
mungo seeds was seen to occur very rapidly (Toyooka et al., 2000), and the
potential role of SH-EP in this process was analyzed. Immunogold electron
microscopy using SH-EP antibodies revealed the accumulation of SH-EP in
large (200-500 nm), single-membrane vesicles that were distinct from the
protein storage vacuole. These vesicles were designated KVs, for ‘KDEL-tailed
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cysteine proteinase-accumulating vesicles’. These vesicles could not be seen in
cotyledon cells of maturing seeds, only in seeds after germination, and therefore
are probably formed de novo upon germination (Toyooka et al., 2000). In addi-
tion to the KVs, SH-EP labeling was seen in swollen regions of the ER, and
KVs were often seen close to or associated with the ER, suggesting that the KVs
may bud directly from the ER. In contrast, no SH-EP labeling could be seen
over the Golgi apparatus. Antibodies against complex glycans, added to proteins
during passage through the Golgi apparatus, stained the Golgi but not the KVs.
Together, these data indicate that the KVs, and the SH-EP that they contain, are
transported via a Golgi-independent pathway to their final destination of the
protein storage vacuole.

Electron micrographs were obtained that appeared to show the fusion of KVs
with the protein storage vacuole. After fusion of the two membranes, SH-EP
would presumably be released into the vacuole, where breakdown of storage
proteins could proceed. Antibodies against the mature portion of SH-EP labeled
both the KVs and the protein storage vacuoles, whereas antibodies specific to
the proform of SH-EP labeled predominantly the KVs and not the protein
storage vacuoles (Toyooka et al., 2000). It is therefore likely that the proteinase
is transported in KVs as the proenzyme and activated by removal of the propep-
tide during or after fusion of the KV with the storage vacuole. The potential SH-
EP processing enzyme (asparaginyl endopeptidase) is transported to the vacuole
through the Golgi apparatus, not via KVs, providing one possible means of pre-
venting premature activation of SH-EP in the KVs. In addition, a cysteine pro-
tease capable of removing the SH-EP C-terminal propeptide, which contains the
KDEL signal, was purified and localized to both the ER and the protein storage
vacuole (Okamoto et al., 2001).

A putative receptor for SH-EP (named VmVSR) was isolated from cotyle-
dons of germinating seedlings by affinity chromatography using immobilized
proSH-EP (Tsuru-Furuno et al., 2001). The receptor protein showed a high
sequence similarity to the vacuolar sorting receptor family (Fig. 4) and was able
to bind to the N-terminal propeptide of SH-EP. A second, closely related protein,
termed VmVSR homolog, was also identified from Vigna mungo, and could also
bind to the SH-EP prosequence. However, the expression patterns of the two
potential receptors, and subcellular fractionation experiments, indicated that
only VmVSR is expressed in the germinating seeds at the appropriate time and
cofractionates with SH-EP. VmVSR itself is therefore likely to be the authentic
SH-EP receptor, and VmVSR homolog is probably involved in other transport
processes, such as Golgi-mediated vacuolar protein targeting. This may be anal-
ogous to the case with PV72 (see section II.B), which is found in PAC vesicles
and may also play a role in Golgi-independent vacuolar trafficking. A common
theme in vacuolar protein transport in seeds may be the involvement of specific
members of the vacuolar sorting receptor family in Golgi-dependent and Golgi-
independent trafficking pathways. At least in the case of Vigna mungo,
specificity could be attained by differences in the timing of expression and the
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subcellular localization of individual members of the family, rather than binding
specificity for different propeptide signals.

2. Role in Programmed Cell Death

While a role for SH-EP in mobilization of seed storage proteins from the protein
storage vacuole during germination has been proposed, a different function has
been suggested for a closely related protease in castor bean (Ricinus commu-
nis). In this case, a cysteine endopeptidase (CysEP) was isolated fortuitously by
its ability to process a glyoxysomal protein (Gietl et al., 1997). However, it
appears that this is not its in vivo role, due to the physical separation of enzyme
and potential substrate; CysEP is not detectable in glyoxysomes. Instead, it is
found in endosperm cells of germinating castor bean in organelles termed rici-
nosomes, which appear to be equivalent to the KVs described in Vigna mungo.

The structures of SH-EP from mung bean and CysEP from castor bean are
very similar (Fig. 5). Like SH-EP, CysEP is synthesized as a preproprotein, with
an N-terminal ER targeting signal that is removed cotranslationally as the
protein is translocated into the ER lumen. ProCysEP is enzymatically active,
although with a much lower activity than the mature protein. The sequence
reveals the presence of a C-terminal KDEL motif for ER retention.

The organelles containing CysEP (ricinosomes) were seen by electron
microscopy to be large organelles of approximately 900 nm in diameter, slightly
larger than that described for Vigna mungo KVs. The ricinosomes were sur-
rounded by a single membrane that sometimes had associated ribosomes, suggest-
ing that, like KVs, ricinosomes are also derived from the ER. Purified ricinosomes
also contained small amounts of the ER chaperones BiP and PDI (protein disul-
phide isomerase), in addition to CysEP, supporting an ER origin. The CysEP in
isolated ricinosomes still contained the KDEL motif and the N-terminal propep-
tide, although acidification of the ricinosomes in vitro led to cleavage to the mature
form of the protease (Schmid et al., 2001), presumably autocatalytically. It appears
that, like SH-EP, CysEP initially accumulates in the ER as a proprotein by virtue
of its KDEL sequence. Expansion of the ER lumen follows, and ricinosomes
eventually bud off as large vesicles studded with ribosomes.

Unlike KVs, however, ricinosomes do not appear to fuse with the vacuole, but
rather remain in the cytoplasm until after storage protein mobilization is com-
plete. Schmid et al. (1999) proposed an alternative explanation for the occur-
rence and function of ricinosomes. They suggest that the ricinosomes containing
proCysEP remain intact until the final stages of senescence of the endosperm
cells. At this point the ricinosomes are thought to disintegrate, releasing the pro-
tease into the cytoplasm. Acidification of the cytoplasm upon loss of integrity of
the vacuolar membrane, a late stage in the senescence process, would lead to
processing of proCysEP to the mature, highly active form. It is proposed that the
protease is then involved in the degradation of the remaining cell contents and
thus in nutrient scavenging for the germinating seedling, before the final death
and collapse of the endosperm cells.
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Additional support for a role of CysEP in programmed cell death during
senescence was obtained by the study of KDEL-containing proteases in other
tissues and species. In castor bean, ricinosomes containing CysEP were also
identified in developing seeds, in a layer of collapsing cells of the seed coat
(Schmid et al., 1999). Antibodies against CysEP labeled ricinosome-like
organelles in the petals of Hemerocallis (daylily) flowers undergoing senescence
(Schmid et al., 1999). The expression patterns of three different Arabidopsis
KDEL-containing proteases with homology to CysEP were analyzed using
transgenic Arabidopsis plants containing promoter—GUS fusions. Each gene
gave a unique expression pattern, in each case in tissues that were undergoing
senescence (Gietl and Schmid, 2001). While it is not known whether the
proteases are present in ricinosome-like organelles and involved in programmed
cell death, together, the above results implicate the KDEL-containing family of
proteases in nutrient mobilization during cell senescence.

3. Role in Stress Responses

Another kind of ER-derived organelle has recently been described in
Arabidopsis epidermal cells of young seedlings (Hayashi et al., 2001) that may
also be involved in cell death. The organelles were originally observed in cotyle-
dons of transgenic Arabidopsis plants containing ER-targeted green fluorescent
protein (GFP; Gunning, 1998). In addition to the characteristic network of ER
fluorescence, large organelles of approximately 5 um in length could be seen to
move rapidly in the cytoplasm. Electron microscopy and labeling with anti-GFP
antibodies showed that the organelles form by dilation of the ER cisternae, and
were named ER bodies. The ER bodies were studded with ribosomes, similar to
KVs and ricinosomes, but typically were considerably larger than either, and the
authors propose that the Arabidopsis ER bodies are a novel kind of ER-derived
organelle with a distinct function (Hayashi et al., 2001).

A clue as to the function of the ER bodies came from the observation that two
different vacuolar cysteine proteases (RD21 and y VPE) accumulated within
them (Hayashi et al., 2001). Unlike SH-EP and CysEP, these proteases do not
contain a KDEL ER retention signal, so the mechanism by which they are
retained in the ER-derived bodies, rather than being transported on to the
vacuole, is unclear. Differential centrifugation experiments indicated that the
precursor form of RD21 accumulated in the ER bodies, whereas the mature form
was found in vacuoles, implicating the ER bodies as a transport intermediate
between the ER and vacuoles.

Both RD21 and y VPE proteases are stress-inducible under various conditions
(Koizumi et al., 1993; Kinoshita et al., 1999, and see Fig. 7). Salt stress of
Arabidopsis seedlings led to the fusion of GFP-tagged ER bodies with each
other in the epidermal cells, visualized by fluorescence microscopy (Hayashi
et al., 2001). Eventually, the ER bodies fused with vacuoles, followed by death
of the cells, seen as loss of membrane impermeability. Electron microscopy
studies allowed the elucidation of the pathway in more detail. First, the
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membranes of the ER body and vacuole became closely apposed, with loss of
ribosomes from the ER body membrane at the contact site. The ER body then
began to be engulfed by the vacuole, and the membranes in between the two
organelles were no longer visible. Finally, the contents of the ER body were
released into the vacuole.

The function of ER bodies therefore appears to be a regulated pathway of
delivery of proteins to the vacuole. It is hypothesized that, in Arabidopsis
seedlings, the ER bodies store proteinase precursors in preparation for an
encounter with stress conditions. When challenged with an environmental stress,
the ER bodies mediate a mass delivery of the precursors to the vacuole, where
they are processed to the mature form and may function in nutrient scavenging
for the seedling as the epidermal cells die.

From the above, it is clear that many plant species produce large, ER-derived
vesicles containing proteinase precursors (Chrispeels and Herman, 2000). While
these have many features in common, a number of differences have also been
described, such as the presence of KDEL signals at the C-termini of the pro-
teases, and in particular whether the vesicles eventually fuse with the vacuole, as
for KVs of mung bean and ER bodies of Arabidopsis, or whether the contents are
released directly into the cytoplasm, as for ricinosomes in castor bean. Different
functions have also been ascribed to the vesicles, from seed storage protein
degradation to programmed cell death. Future research should elucidate whether
these are entirely separate pathways or whether they simply represent variations
of the same mechanism that is adapted to different roles in different species.

B. AUTOPHAGY DURING SEED GERMINATION

Upon seed germination in certain species, in addition to the degradation of
storage proteins by vacuolar proteases, other cell components are taken up into
vacuoles and degraded (Fig. 6). This is assumed to be an additional method for
recycling unneeded organelles, as after mobilization of storage proteins, the
storage tissues may be considered as senescing organs (see section III.A.2). At
early stages of seed germination in mung bean, in addition to containing storage
proteins, vesicles containing cytoplasmic contents could be seen inside protein
bodies (Van der Wilden et al., 1980; Herman et al., 1981). At later stages, the
vesicles appeared empty, suggesting that the contents had been degraded by vac-
volar hydrolases. The pathway for uptake of the vesicles was indicated by an
ultrastructural study in cotyledon cells (Toyooka et al., 2001).

Autophagosomes consisting of a double membrane surrounding cytoplasmic
contents could be seen in the cytoplasm. Autophagic bodies containing cytoplas-
mic organelles could also be observed inside the vacuole in these cells, and an
autophagosome was observed that was apparently in the process of fusing with
the vacuole. This process occurred even under conditions where starch granules
were not taken up into the vacuole (see section VI), indicating that two different
mechanisms of autophagic vacuolar uptake operate in the germinating seedlings,
one for the uptake of cytoplasmic organelles and another for starch grains.
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Fig. 6. Pathways for vacuolar autophagy. (A) Macroautophagy. Cytoplasmic
organelles and other constituents are surrounded by a membrane structure, possibly
derived from the endoplasmic reticulum, that seals to form a double-membraned
autophagosome. The outer membrane of the autophagosome fuses with the vacuole
membrane, releasing the inner membrane containing the cytoplasm into the vacuole,
where it is degraded. (B) Microautophagy. Organelles associate with, and are engulfed
by, the vacuole. The vacuolar membrane seals around the engulfed component, which is
degraded by vacuolar hydrolases.

IV.  STRESS-INDUCED VACUOLAR AUTOPHAGY

A. VACUOLAR PROTEASE ACTIVITY INCREASES DURING STRESS

In plants, variations in many different environmental factors can lead to a car-
bohydrate deficit in some cells. For example, constant changes that occur in
light and temperature can limit photosynthetic efficiency and therefore the
supply of carbohydrate. When plants are exposed to carbon starvation stresses,
they begin a process of nutrient mobilization to enable essential functions for
life to continue at the expense of those that are non-essential, at least in the
short term.

Vacuolar proteolysis plays a critical role in protein recycling under such
stress conditions. When plants are under non-stressed conditions, the vacuole
contains significant protease activity, that may, along with the proteasome
system (Vierstra and Callis, 1999), play a role in general cell homeostasis and
removal of damaged and unneeded proteins. When subjected to nutrient stress,
in particular carbon starvation, cellular protease activity increases dramati-
cally. James et al. (1993) studied the changes in protease activity in excised
maize root tips during glucose starvation over several days. Serine and cys-
teine protease activity increased during this time from low levels in non-
starved roots, and this increase was correlated with a degradation of proteins
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in the root tips and a transient increase in free amino acids, suggesting that the
protease activity is responsible for recycling of the amino acids for cell sur-
vival. The proteases that were induced during these conditions had acidic pH
optima, implicating the vacuole as the site of protein degradation, rather than
the cytosol. The protease induction was inhibited in root tips supplied with
exogenous glucose, showing that the increase is not simply a consequence of
excision of the root tips.

This study was later extended to whole maize plants, when exposed to periods
of extended darkness (Brouquisse ef al., 1998). Endopeptidase activity in roots
and root tips increased after two days in darkness. This activity was attributed to
the induction of a predominant vacuolar serine endopeptidase (RSIP), both in
the whole plants and in excised root tips (James et al., 1996).

In addition to increases in protease activity, the expression of genes encoding
several vacuolar enzymes was upregulated upon sucrose starvation in
Arabidopsis suspension cells (Fig. 7). These include vacuolar invertase
(Tymowska-Lalanne and Kreis, 1998), vacuolar processing enzyme (Kinoshita
et al., 1999) and aleurain (Griffiths et al., 1997), each of which is known to be
stress induced in whole plants.

0 1d 2d 3d 3d+

Aleu

Inv

VPE

VPS45

Fig. 7. Changes in RNA levels on sucrose starvation of suspension cells. Arabidopsis
suspension cultures were grown without sucrose for the indicated times (zero to three
days) or in the presence of sucrose for three days (3d+) and RNA was extracted. RNA
levels were analyzed by northern blotting using radiolabeled probes corresponding to
aleurain (Aleu), vacuolar invertase (Inv) or vacuolar processing enzyme-y (VPE), or by
RT-PCR (reverse transcription—polymerase chain reaction) using primers specific to the
VPS§45 gene as a control (VPS45).
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B. MORPHOLOGICAL CHANGES IN PLANT CELLS DURING STRESS-INDUCED
AUTOPHAGY

If vacuolar proteases are involved in the breakdown of cellular organelles during
nutrient stress, mechanisms must exist for the uptake of cytoplasm by the
vacuole under these conditions. The morphological effect of carbon deprivation
on plant cells has been studied most extensively in suspension cultures, as this
system allows coordinate induction of stress responses in a relatively homoge-
neous population of cells. Cell lines derived from several different plant species
have been shown to undergo similar morphological changes at the subcellular
level upon sucrose limitation. Chen et al. (1994) used rice suspension cells as a
model for studying the control by sugar of the breakdown of starch in cereals.
After transfer of the cells to a sucrose-free medium, their ultrastructure was
examined by electron microscopy. Extreme changes in subcellular morphology
were observed upon starvation. Cells grown in sucrose contained many starch
grains and organelles, including small vacuoles. Upon sucrose starvation, the
size of the vacuole increased dramatically, taking up the majority of the cell
volume. Most of the other organelles disappeared, and the remainder were
pressed to the outside of the cells, adjacent to the plasma membrane. A similar
effect on subcellular structure can be seen in other species of plant cell, includ-
ing suspension-cultured cells of Arabidopsis thaliana (Fig. 8).

Similar morphological changes were seen in tobacco suspension-cultured
cells after a day of sucrose starvation (Moriyasu and Ohsumi, 1996), and were
suggested to be due to an induction of vacuolar autophagy (Fig. 6). In the pres-
ence of cysteine protease inhibitors, but not inhibitors of other classes of pro-
teases, spherical bodies accumulated. These structures were acidic and contained
acid phosphatase activity, and may correspond to autophagosomes seen in yeast

Fig. 8. Morphology of Arabidopsis suspension cells after starvation. Cells were
grown for three days in the presence (upper panels) or absence (lower panels) of sucrose.
Cells grown without sucrose showed dramatic morphological changes, with enlargement
of the vacuole and disappearance of other organelles.
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and mammalian cells. A more detailed description of autophagy using electron
microscopy in sycamore suspension cells, revealed the pathway for breakdown
of cytoplasm during sucrose starvation (Aubert et al., 1996). Autophagosomes
were formed as double-membrane vesicles in the cytoplasm, and engulfed by the
vacuole, by a mechanism that is unclear, to be released as single-membrane vesi-
cles inside the vacuole lumen. The presence of membrane remnants inside the
vacuole indicated a breakdown of the vesicles by vacuolar enzymes. The total
number of mitochondria (and presumably other organelles) decreased during
sucrose starvation (Journet et al., 1986). It is thus hypothesized that membranes
from an unknown source wrap around portions of cytoplasm, including
organelles such as mitochondria, but excluding the nucleus, eventually com-
pletely enclosing them within a double-membrane autophagosome. This
autophagosome travels to the vacuole where the outer membrane of the
autophagosome fuses with the tonoplast, releasing the inner vesicle with its
cytoplasmic contents into the vacuolar interior. This vesicle and its contents are
then broken down by the action of vacuolar hydrolases to release the con-
stituents for recycling to maintain essential cell functions.

The control of autophagy induction in plant cells during starvation conditions
has been studied. Chen et al. (1994) suggested that vacuolar autophagy in rice
cells is regulated by the sugar level in the medium, as removal of sucrose leads to
the induction of autophagy. Aubert et al. (1996) addressed this by growth of sus-
pension cells on different carbon sources, and determined that autophagy did not
occur in the presence of glycerol or pyruvate, even after almost complete deple-
tion of sucrose in the cells. They therefore proposed that, rather than the concen-
tration of sugar and sugar phosphates, the reduction in the supply of respiratory
substrates to mitochondria may be the trigger for autophagy in these cells.

C. MECHANISM OF AUTOPHAGY IN YEAST AND MAMMALIAN CELLS

While the process of vacuolar autophagy in plants has been described morpho-
logically, little information is available about the proteins that may be required
for this process. In contrast, genetic screens in yeast have allowed the
identification of genes that are required for various steps of the autophagy
process in response to nutrient deprivation. Mutants defective in autophagy are
extremely sensitive to nutrient stress and rapidly lose viability when transferred
to these starvation conditions. This starvation-induced autophagic pathway also
overlaps extensively with a constitutive pathway for the transport of a subset of
proteins to the vacuole, the Cvt (cytoplasm-to-vacuole transport) pathway
(Klionsky and Ohsumi, 1999).

Screens for yeast mutants impaired in this process have identified a novel
protein conjugation system that appears to be central to the formation of
autophagosomes and that is related to the ubiquitination system for protein degra-
dation (Mizushima et al., 1998a; Ichimura et al., 2000). The conjugation system
is conserved in mammalian cells, underlining its importance to the basic
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autophagy process (Mizushima et al., 1998b). It involves the covalent attachment
of Apg5Sp to Apgl2p, and two enzymes are essential for this conjugation process.
The first is Apg7p, which shows sequence similarity to E1 ubiquitin-activating
enzymes, and the second is Apg10p, which appears to function as a conjugating
enzyme. Each of these proteins is required for vacuolar autophagy; however, their
precise role in the autophagy process remains to be determined. Apg7p is also
needed as the activating enzyme for a different conjugation process, that of
Aut7p, another protein required for autophagy. Aut7p, rather than being conju-
gated to another protein, is attached to phosphatidylethanolamine, by the action
of the conjugating enzyme Autlp (Ichimura et al., 2000).

Other genes involved in yeast autophagy include those encoding proteins that
function in autophagosome formation, fusion with the vacuole, and breakdown
inside the vacuole. A few genes have been identified that may encode compo-
nents of the autophagy signaling pathway; Apg13p and Apglp may regulate the
formation of autophagic vesicles in response to changes in nutrient availability
(Scott et al., 2000). Finally, Tor is a phosphatidylinositol kinase-related protein
that is conserved in yeast and mammalian cells and is a regulator of many
responses to nutrient availability, including autophagy as well as gene expres-
sion and growth (Noda and Ohsumi, 1998; Rohde et al., 2001).

D. ARABIDOPSIS CONTAINS HOMOLOGS OF YEAST AUTOPHAGY GENES

Searches of the Arabidopsis thaliana genome sequence database have revealed
that many of the genes required for autophagy in yeast have sequence homologs
in Arabidopsis. It has been observed previously that, for a single vesicle
trafficking gene in yeast, a small gene family with several closely related
members often exists in Arabidopsis (Bassham and Raikhel, 2000). This does
not appear, at least in many cases, to reflect functional redundancy, but rather a
specialization of functions in the highly complex plant endomembrane system
(e.g. Zheng et al., 1999; Sanderfoot et al., 2001). This also seems to be the case
for genes involved in autophagy. For example, Aut7p is a yeast protein that is
upregulated during autophagy and may be required for autophagosome expan-
sion (Abeliovich et al., 2000). As mentioned above, it undergoes a unique lipida-
tion event that is also required for autophagy. Database searching reveals
homologs in many species, including several in mammals that are known to
function in aspects of vesicle trafficking. Eight Arabidopsis genes that are
closely related to yeast AUT7 could be identified (Fig. 9) and are good candi-
dates for genes playing a role in autophagy and other related trafficking path-
ways. The Arabidopsis genes cluster into three groups, and it will be interesting
to determine whether this has functional relevance. For example, proteins from
each group could potentially reside on a different subcellular organelle, or func-
tion in a distinct vesicle transport pathway.

Predicted proteins with sequence similarity to other yeast autophagy proteins
could also be identified in Arabidopsis (Table I). In some cases the sequence
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Fig. 9. Comparison of Aut7p-like proteins. A phylogenetic tree of Aut7p-like
proteins from various species was generated using the Vector NTI suite of sequence
analysis programs. Accession numbers refer to sequences from Arabidopsis. Protein IDs
for other species are as follows: B. taurus, 4433387; C. elegans, 17535125; C. porcellus,
13507165; D. melanogaster 1, 7300298; D. melanogaster 2, 7291184; G. mirabilis,
10121677; H. sapiens 1, 6005764; H. sapiens 2, 6005768; H. sapiens 3, 14211879; M.
musculus, 13386158; R. norvegicus, 5712778; S. cerevisiae, 6319393; S. pombe,
7492425.

TABLE I
Identification of Arabidopsis homologs of yeast autophagy genes. The amino acid
sequence of yeast autophagy proteins was used to search predicted proteins from the
Arabidopsis genome sequence using the BLAST algorithm. Sequence alignments were
performed using the Vector NTI suite of programs

Yeast autophagy protein Arabidopsis gene accession % amino acid
number identity
Apg5 At5g17290 16
Apgb6 At3g61710 19
Apg7 At5g45900 36
Apg9 At2g31260 16
Aut2 At2g44140 18
Aut2 At3g59950 19
Autl0 At2g40810 24
Autl0 At5g05150 18
Autl0 At3g62770 19

Autl0 At3g56440 20
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similarity is strong; for example, yeast Apg7 protein shares about 36% amino
acid sequence identity with its putative Arabidopsis homolog, and Arabidopsis
Aut7p-like proteins (Fig. 9) share up to 70% identity with yeast Aut7p. Others,
such as Apg5p, show much lower, but still significant, sequence identities.
Interestingly, there are some yeast autophagy proteins (e.g. Apgl4p and Autdp)
for which no related protein can be found in Arabidopsis, based on the com-
pleted genome sequence. One possibility is that the autophagy mechanism in
plants is different from that in yeast, such that these proteins are not required.
Alternatively, other Arabidopsis proteins, unrelated in sequence to the yeast pro-
teins, may nevertheless fulfill the same function.

V. AUTOPHAGY AND VACUOLE FORMATION

In meristematic cells, such as those of the root tip, and in developing pea cotyle-
don cells (Hoh ez al., 1995), vacuoles form de novo from tubules that may be
derived from the ER or the frans-Golgi network. While the molecular details of
this process remain to be elucidated, morphologically it resembles autophago-
some formation (Marty, 1999; Robinson et al., 1998). Vesicles and tubules fuse
to form a cage-like structure surrounding a portion of cytoplasm. Eventually, a
complete membrane is formed that becomes the tonoplast, and the cytoplasmic
components and excess membrane are degraded inside the newly formed
vacuole. These new, small vacuoles can then fuse to create a large central
vacuole as the cell matures and differentiates. The membrane source and mech-
anism for the formation of autophagosomes under stress conditions may thus be
related to vacuole formation in meristems.

VI. DEGRADATION OF STARCH IN THE VACUOLE

In addition to the degradation of proteins in the vacuole after autophagy, the
breakdown of starch grains has also been observed, both during nutrient deple-
tion and seed germination. Alpha-amylase is a key enzyme in the starch degra-
dation process, and is known to be regulated by sucrose (Yu et al., 1992). Chen
et al. (1994) identified a group of a-amylases that accumulated in rice suspen-
sion cells after transfer to sucrose-free growth medium for 1 day, and then were
degraded when the cells were transferred back to sucrose-containing medium.
The amount of starch in the starved cells decreased rapidly, presumably due to
breakdown by these a-amylases. A time course of starvation demonstrated that
morphological changes typical of the induction of autophagy were identifiable
after a few hours without sucrose, and at the same time, starch granules were
visible inside the vacuole. Immunogold labeling demonstrated that some of the
a-amylase was present inside the vacuole, and the vacuole therefore may be the
site of starch degradation during sucrose starvation. The authors postulate that
vacuolar autophagy is responsible for the large increase in vacuolar volume and
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concomitant decrease in cytoplasmic content, including the uptake of amylo-
plasts by the vacuole.

These observations were extended to the degradation of starch granules in
cotyledons of germinating Vigna mungo seedlings (Toyooka et al., 2001). In this
system, a-amylase was found in both the protein storage vacuole and in the lytic
vacuole, which may be derived from the protein storage vacuole after degrada-
tion of seed storage proteins. No a-amylase could be detected associated with
starch granules, indicating that starch granules may be degraded after uptake by
the vacuole. A sequence of events in the breakdown of starch granules was
deduced by comparison with the degradation of storage proteins in cotyledons of
germinated seeds, observed as a decrease in electron density of the protein
storage vacuoles. After the initiation of storage protein degradation, membrane
structures surrounded the starch granules, and an area of low electron density
was seen around the starch granules, which increased in size as the storage
protein reserves were depleted. Vesicles of a similar electron density, with acidic
contents, apparently formed de novo after seed germination, were seen at this
time in the cytoplasm, and may be the source of the structures around the starch
granules. After conversion of the protein storage vacuole to a lytic vacuole, the
membrane around the starch granule was seen to fuse with the tonoplast, deliv-
ering the starch granule into the vacuole. The starch granule was then broken
down inside the lytic vacuole by a-amylase.

VII.  VACUOLAR AUTOPHAGY AND LEAF SENESCENCE

The process of leaf senescence is a type of programmed cell death requiring the
ordered breakdown of individual cell components for recycling to the rest of the
plant. There has been much discussion over the role of the vacuole in the various
stages of leaf cell senescence (see Matile, 1997 for a review). In particular,
whether cellular organelles and cytoplasmic constituents are taken up into the
vacuole (e.g. by autophagy) for degradation has been the subject of some debate.
As in stressed cells, vacuolar hydrolase activity increases significantly in senesc-
ing leaves, and therefore presumably has a function in macromolecular degrada-
tion in the leaf cells. Two main possibilities can be envisaged for this function.
The vacuole could be an autophagic compartment that engulfs portions of cyto-
plasm, including whole organelles, and degrades them to provide nutrients for
export to other tissues (Fig. 6). This would occur while tonoplast membranes
still retained their semipermeability, before death of the cell. Alternatively, the
hydrolases could accumulate in preparation for their ultimate release into the
cytosol after loss of vacuolar integrity. Their function would thus be to degrade
the remaining cytoplasmic components during the final stages of death of the
cell. Again, the products of degradation would ultimately be transferred to the
non-senescing plant tissues for re-use.

As the major leaf protein is RuBisCO (ribulose 1,5-bisphosphate carboxylase/
oxygenase), the breakdown of chloroplasts and chloroplast proteins is clearly
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significant with respect to recycling of amino acids from senescing tissue. Several
vacuolar proteases have been described that have the capacity to degrade
RuBisCO (e.g. see Lin and Wittenbach, 1981; Miller and Huffaker, 1982).
However, many vacuolar proteases are relatively non-specific, and determination
of their function in vivo in the breakdown of specific proteins is difficult. Protease
activities capable of breaking down RuBisCO have also been described within
the chloroplast (e.g. see Ragster and Chrispeels, 1981; Bushnell et al., 1993). It is
possible that both plastid and vacuolar proteolytic systems are involved in chloro-
plast protein degradation, and the extent to which each is used depends on factors
such as the plant species and environmental conditions.

Morphological studies have provided some support for the uptake of a popula-
tion of chloroplasts into the vacuole during senescence. Wittenbach et al. (1982)
reported that the number of chloroplasts in senescing wheat leaf cells decreased as
senescence progressed. At the same time, some chloroplasts could be seen to have
moved away from the plasma membrane, and possibly to have been taken up into
the vacuole by an autophagic mechanism. Recently, an extension of these obser-
vations by Minamikawa et al. (2001) provided additional evidence that chloro-
plasts are associated with the vacuole during senescence of detached French bean
leaves. Using electron microscopy, chloroplasts could be seen within the vacuole,
and at later time points these chloroplasts were partially degraded, and membrane
fragments, potentially derived from the chloroplasts, were found inside the
vacuole. Immunogold labeling revealed that a vacuolar cysteine protease was
associated with the chloroplasts undergoing degradation, and it was postulated
that this protease is involved in the breakdown of RuBisCo large subunit.

One limitation of most of these studies on leaf senescence is that the experi-
ments are performed on leaves detached from the plants, as a convenient but
somewhat artificial experimental system. It will be interesting to see whether
the results hold for leaves senescing naturally on the plant.
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ABSTRACT

The aim of this article is to outline our understanding of the enzyme phosphoenolpyru-
vate carboxykinase (PEPCK). Although emphasis is placed on the enzyme derived from
flowering plants, other organisms are also considered, because comparative studies
provide invaluable information. The following points are considered in detail. Firstly, the
possibility that PEPCK in all organisms arose from a common ancestor, and that the
extension of about 12 kDa at the N-terminus of PEPCK-ATP from flowering plants,
which is not possessed by PEPCK—-ATP from other organisms, is homologous to the N-
terminal region of PEPCK-GTP. Secondly, the regulation of PEPCK activity in flowering
plants by reversible protein phosphorylation is described. Phosphorylation of the N-
terminal extension possessed by PEPCK from flowering plants reduces its catalytic
velocity several-fold at physiological concentrations of oxaloacetate. How this is likely to
contribute to regulation of PEPCK in vivo is described. Thirdly, it is proposed that in
flowering plants PEPCK plays a widespread role as a component of a mechanism that
counteracts intracellular acidification. The proposed role of PEPCK in this mechanism is
similar to that in the kidney during acidosis.
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I. INTRODUCTION

The aim of this article is to outline our understanding of the enzyme phospho-
enolpyruvate carboxykinase (PEPCK). Although emphasis is placed on the
enzyme from flowering plants other organisms are considered because compara-
tive studies provide invaluable information. PEPCK catalyses the reversible
reaction:

OAA+ Mg**-nucleoside triphosphate
< PEP + Mg**-nucleoside diphosphate + CO,
where OAA = oxaloacetate; PEP = phosphoenolpyruvate

The following points are considered in detail. Firstly, the possibility that PEPCK
in all organisms arose from a common ancestor, and that the extension of about
12 kDa at the N-terminus of PEPCK-ATP from flowering plants, which is not
possessed by PEPCK-ATP from other organisms, is homologous to the
N-terminal region of PEPCK-GTP. Secondly, the regulation of PEPCK activity
in flowering plants by reversible protein phosphorylation is described.
Phosphorylation of the N-terminal extension possessed by PEPCK from
flowering plants reduces its catalytic velocity several-fold at physiological con-
centrations of oxaloacetate. The way in which this is likely to contribute to regu-
lation of PEPCK in vivo is described. Thirdly, it is proposed that in flowering
plants PEPCK plays a widespread role as a component of a mechanism that
counteracts intracellular acidification. The proposed role of PEPCK in this
mechanism is similar to that in the kidney during acidosis. The reader is referred
to the following for detailed accounts: the early work on PEPCK from all organ-
isms (Utter and Kolenbrander, 1972), the discovery of PEPCK (Kurahashi,
1985), studies on PEPCK from vertebrates (Hanson and Patel, 1994), regulation
of the abundance of PEPCK in vertebrates (Hanson and Reshef, 1997), and the
structure and mechanism of PEPCK (Matte et al., 1997).

II. PEPCK FROM FLOWERING PLANTS: A HISTORICAL
PERSPECTIVE

Work on PEPCK can be traced back to studies whose aim was to establish the
enzymatic basis of light-independent fixation of CO, into dicarboxylic acids.
For example, leaves of certain succulent plants accumulate organic acids during
the night, which are lost during the day (see Thomas, 1949), similarly, animal
tissues and bacteria fix CO,. Wood and Werkman (1936) proposed a reaction
that involved the direct carboxylation of pyruvate to form oxaloacetate in bacte-
ria. In the early 1940s Hastings and his co-workers used carbon isotopes to show
that, in liver, glycogen synthesis from pyruvate involved CO, fixation and a
symmetrical dicarboxylic acid intermediate (see Utter and Kolenbrander, 1972).
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In 1953 Merton Utter and Kiyoshi Kurahashi discovered phosphoenolpyruvate
carboxykinase (GTP) in chicken liver, which initially was thought be an answer
to how CO, was fixed in that organ. However, subsequent work showed that this
was not the case (see Utter and Kolenbrander, 1972). In 1963 Utter and Keech
discovered pyruvate carboxylase, which is responsible for the fixation of CO,
into dicarboxylic acids in most vertebrate tissues. Pyruvate carboxylase has not
been found in flowering plants. Bandurski (1955) discovered phosphoenolpyru-
vate carboxylase (PEPC) in spinach leaves; subsequent studies showed that
PEPC was widely distributed in flowering plants (see Tchen and Vennesland,
1955; Mazelis and Vennesland, 1957). This enzyme is responsible for light-
independent CO, fixation in most tissues of flowering plants, but is not present
in many organisms, including animals. Tchen and Vennesland (1955) provided
evidence that wheat-germ extracts caused the enzymatic formation of OAA from
PEP and CO,, by two different reactions. One of these was reversible and
required ADP as a phosphate acceptor. These were characteristics of PEPCK
which had been discovered two years previously in chicken liver. In 1957,
PEPCK-ATP was reported to be present in a range of plant tissues (Mazelis and
Vennesland, 1957).

In the 1960s it was established that PEPCK was likely to function in
catalysing the gluconeogenic flux from stored lipid and protein in germinating
seeds (Benedict and Beevers, 1961). Later work supported this (Leegood and ap
Rees, 1978a). Although the enzyme from vertebrates was subject to much study
in the 1960s (Utter and Kolenbrander, 1972), few studies were made of PEPCK
from flowering plants during this decade. PEPCK was found to be present in the
bundle sheath of the C4 plant Panicum maximum, in which it was thought likely
to act as a decarboxylase and provide CO, for photosynthesis (Edwards et al.,
1971). Subsequent studies suggested that C4 plants could be grouped into three
types based on the decarboxylase employed in the bundle sheath (Gutierrez
et al., 1974; Hatch et al., 1975). PEPCK is found in the leaves of some CAM
plants, in which it functions to provide CO, for photosynthesis by decarboxylat-
ing organic acids during the day (Dittrich ef al., 1973) and in grapes, in which it
is likely to catalyse a gluconeogenic flux from organic acids during ripening
(Ruffner and Kliewer, 1975). PEPCK was obtained in a highly purified (Hatch
and Mau, 1977) and pure form (Burnell, 1986) from leaves of P. maximum, and
its catalytic properties were characterised. The kinetic mechanism of PEPCK
from flowering plants was studied, and it was concluded that the enzyme likely
operates by a random sequential mechanism (Arnelle and O’Leary. 1992). In the
late 1970s and early 1980s a number of groups established that, in flowering
plants, PEPCK was located in the cytosol (Leegood and ap Rees, 1978a; Ku
et al., 1980 and references therein). A number of detailed studies established the
functioning of PEPCK in the C4 cycle (Hatch and Kagawa, 1976; Rathnam and
Edwards, 1977; Hatch, 1979; Smith and Woolhouse, 1983, and references
therein). It was later found that both PEPCK and mitochondrial NAD-malic
enzyme acted as decarboxylases in the bundle sheath of this group of C4 plants,
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and that the action of NAD-malic enzyme was important in the provision of
ATP for the PEPCK reaction (Burnell and Hatch, 1988a, b). Subsequent studies
further characterised the role of mitochondrial metabolism in the provision of
ATP (Carnal et al., 1993; Agostino et al., 1996). Maize was found to use a
different mechanism for decarboxylation of organic acids in the bundle sheath
than was previously thought, and to use both chloroplastic NADP—malic enzyme
and PEPCK (Walker et al., 1997; Furumoto et al., 1999; Wingler et al., 1999).
This represented a fourth type of C4 plant, the existence of which had been
suggested by the work of Gutierrez et al. (1974).

The first sequence of a cDNA encoding PEPCK from flowering plants was
obtained from cucumber in 1994 (Kim and Smith, 1994). Since then, the
sequence of PEPCK from many flowering plants has been obtained. In some
species there is only one gene for PEPCK (Kim and Smith, 1994), while in
others there is a small multigene family, members of which are expressed in
different tissues (Finnegan et al., 1999). The evolutionary origins of this situa-
tion are unknown, as is and whether or not these gene products possess different
properties. PEPCK from flowering plants was found to possess an extension of
about 12 kDa at its N-terminus compared with PEPCK—ATP from other organ-
isms of otherwise very similar sequence (Kim and Smith, 1994). Evidence is
presented in this article that this N-terminal extension is likely to be homologous
to the N-terminal region of PEPCK-GTP. The N-terminal extension was shown
to be rapidly lost from the enzyme from flowering plants upon extraction (Kim
and Smith, 1994; Finnegan and Burnell, 1995; Walker et al., 1995). This meant
that all previous purifications of the enzyme from flowering plants were of a
truncated form. PEPCK from a range of flowering plants was found to be phos-
phorylated at a site within the N-terminal extension both in vitro and in vivo
(Walker and Leegood, 1995; Walker and Leegood, 1996). Phosphorylation of
PEPCK both in vitro and in vivo lowers its affinity for both PEP and OAA,
which is dependent on the concentration of OAA, PEP and adenylates and on the
ratio of ATP:ADP (Walker et al., 2002). How this mechanism allows regulation
of the activity in a wide range of plant tissues is described in this article. Chen
et al. (2002) provided the first evidence that PEPCK from any organism pos-
sesses a high affinity for CO, when assayed under more physiological condi-
tions. The implications of this are also discussed in this article. Chen et al.
(2000) showed that it was highly unlikely that a gluconeogenic flux which
utilised PEPCK occurred in senescing or starved leaves — a view which had been
widely expressed. Although PEPCK had been found in a range of tissues from
flowering plants in the 1950s (Mazelis and Vennesland, 1957), it was generally
thought that the enzyme only functioned in gluconeogenesis and in the C4 and
CAM photosynthetic CO,-concentrating mechanisms. Over the last few years
the presence of PEPCK in a wide range of tissues in flowering plants has been
confirmed and extended (Kim and Smith, 1994; Walker et al., 1999; Chen et al.,
2000; Walker et al., 2001). These studies have shown that PEPCK is widely
distributed in flowering plants and is abundant in many tissues such as the
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vasculature, trichomes, developing seeds and roots. In many of these tissues
PEPCK may be a component of a mechanism that is involved in the regulation
of intracellular pH (Walker et al., 2001). Further evidence for this is presented in
this article and its proposed role in this mechanism is described.

III. DISTRIBUTION OF PEPCK

Two types of PEPCK are found, those which use only, or show higher activity
with adenine nucleotides (PEPCK-ATP: EC 4.1.1.49), and those which use
guanine, or sometimes inosine nucleotides (PEPCK-GTP: EC 4.1.1.32) as a sub-
strate (Utter and Kolenbrander, 1972). In addition, the enzyme PEP carboxy-
transphosphorylase (EC 4.1.1.38), that appears to possess a similar catalytic
mechanism but uses pyrophosphate instead of nucleoside triphosphates as a sub-
strate, has been found in a small number of bacteria and protoctists (see Utter and
Kolenbrander, 1972; Dawes, 1986). It is unknown whether this enzyme shows
sequence similarity with PEPCK. The ATP-dependent enzyme has been found in
flowering plants, ascomycetes, basidomycetes, brown algae, red algae, green
algae, diatoms, dinoflagellates, kinetoplastids and many bacteria. The GTP-
dependent enzyme has been found in mammals, birds, fish, insects, molluscs,
flatworms, nematodes, Euglena, the chytrid Neocallimastix frontalis and many
bacteria. The evolutionary origins of this distribution are unknown. For a descrip-
tion of the organisms mentioned in this article and modern view on their evolu-
tionary relationships the reader is referred to Margulis and Schwartz (1998).

IV. STRUCTURE OF PEPCK

A. SEQUENCE COMPARISONS: RELATIONSHIP BETWEEN PEPCK-ATP
AND PEPCK-GTP

Within the ATP- and GTP-groups there is high sequence similarity. In contrast, it
is generally thought that there is no significant sequence similarity between the
ATP- and GTP-dependent PEPCKs, and that the enzymes arose by convergent
evolution. On the other hand, the ATP- and GTP-dependent enzymes possess
similar catalytic properties, catalytic mechanisms and tertiary structures (Matte
et al., 1997; Dunten et al., 2002). A careful alignment of the sequences of
ATP- and GTP-dependent PEPCKs shows that over the entire sequence there
are many residues and motifs at the same place in the sequence conserved
(Fig. 1). These observations raise the question as to whether PEPCK—ATP and
PEPCK-GTP arose by convergent or divergent evolution, and the question of
the origin of the N-terminal extension possessed by the enzyme from flowering
plants (Kim and Smith, 1994). The bacterial c-type cytochrome family is
thought to have arisen by divergent evolution. The family shows large differ-
ences in size and overall sequence similarity, but there are conserved residues at



PHOSPHOENOLPYRUVATE CARBOXYKINASE

929

1 0
tomato .masng.vgn gefsfdnkrr th; 1
flaveria .masng...n gnvagkgngr nglpk' it
arabidopsis msagngnatn gdggfsfpkg pvmpki it
humancyt ........00 ., - mpj. o
ratcyt ... .ii0ee. e PRI dife K
chickencyt .......... ... B E o
100
tomato kksapttp.. ik.sphvfgv avlseee..ng kgglgsisas
flaveria kksapttp.. ld.gvggafa nfisede..nq kgglgsisas
arabidopsis krsapttp.. ingnaaaafa aviseee..Hfg kiglgsisas
humancyt vreflennae lcgpdhihic dgiseeengnl lggmeeegil
ratcyt vrkfvegnag lcgpeyihic dgseeeygrhl lahmgeegvi
chickencyt vrefiesnak lcgpesihic dgjseeenkki ldimveggmi
101 150
tomato .......... lasltf .... Jr.etgpkvv] kgdparqae. ...tpkvggp
flaveria .......... laslt) .... .r.etgpkvv] rgdparrpe. ...tprvahg]
arabidopsis .......... lasltl.... Jr.esgpkvv| rgdpaekktd gstitpayahdg]
humancyt rrlkkydnew fla.ltdprdv alries..ktv| ivtqg.egr.d ...ft..v..p
ratcyt rklkkydnew [la.ltdprdv aries..ktv| iitg.eqr.d ...[t..v..p
chickencyt kklskyencw [La.ltpprdv aries,.ktv] iitg.egr.d ...t..1..D
151 200
tomato vhhhh.[tp.a] InisdsglKf thilynlgpa eflyeqaikyle kgsfit....
flaveria pdhyf.ftp.t] faasdsslkf thvliynlepa ellyegaikye kgsfid....
arabidopsis ghhsiflpat] gavsdsslKf thvlynlgpa ellyeqaikye kgsfitl. ...
humancyt ...... ipktj gl...lsqlgr wm..... s.e edf...... e ka.fnalrfpg
rateyt ...... ipks{ ggq...jsqlgr wm..... s.e edf...... e ka.fnajrfpg
chickencyt ...... ipkt| g..s.sqlgr wm..... s.e edf...... e ka.fnt|rfpg
201 250
tomato  .......... sprdkrvv| .. .rdetited
flaveria csereaeas ppkdkrvvl .. .jrddviten
arabidopsis .......... pprdkrvv] ...rdatlted
humancyt cmkgrtmyvi SpY. . . Vv asmrimtirmg
ratcyt cmkgrtmyvi spy. .. vVl asmrimtirmg
chickencyt cmggrtmyvi EpVv...vvi asmrmmtirmg
251 300
tomato d..[l.wwgkg spniemdeqt flipmreral. dylcslekvi vndgflnwdp
flaveria e..[l.wwgkg spniemdeqt flvhreral. dylnslekvi vndgflnwdp
arabidopsis e..fl.wwgkg spniemdeht fmvhmreraly. dylnslekvf vndqylnwdp
humancyt tpvileavgdg ....... e.. f.vkclhspvg cplp.lgkpl vnnwpcn..p
ratcyt tsvlilealgdg ....... e.. f.ilkclhspg cplp.lkkpl vnnwacnl..p
chickencyt taallkalgng ....... e.. f.vkclhsjvg cplp.lkepl innwpcnl..p
301 350
tomato nnr.ikvriv hnmcirptpe eledfgtpdf tiynagqg..[f]
flaveria enr.ikvriv hnmcirpspe elenfqtpdf tiynagqg..[f]
arabidopsis enr.ikvriv hnmcirptge elesfgtpdf tiynagqg..[f
humancyt eltli..... ...p.h.Y.. ...... pdrr eiisfgsgyg gnsllgkk
ratcyt eltli..... ...p.h.3}.. ...... bdrr eiisfdgsgyg gnsllgkkd
chickencyt eltli..... ...g.h. .. ...... drr eiisfgsgyg gnsllgkkdf]

Fig. 1. Comparison of the amino acid sequences of PEPCK—ATP and PEPCK-GTP.
PEPCK-ATPs are from the flowering plants, tomato (AAGO01894), Arabidopsis (NP-
195500) and Flaveria (BAB43908). Cytosolic PEPCK-GTPs are human (P3558),
chicken (P05153) and rat (P07379). Accession numbers are given in brackets.



100

tomato
flaveria
arabidopsis
humancyt
ratcyt
chickencyt

tomato
flaveria
arabidopsis
humancyt
ratcyt
chickencyt

R. P. WALKER and Z.-H. CHEN

351

penrythymt
pcenrythymt
penrythymt
al.rmasrla
al.riasrla
al.riasria

401

rgilslhsgc
rgilslhsgc
rrilslhsgc

400

sstsidinfla
sstsidlnflg
sstsvdlnjla
keeg...wlla
keeg...wjla
keeqg. . .wLa

rremvilg.t
rremvilg.t
rremvilg.t
eh.mlilgit
eh.mlilgit
eh.mlilgit

gyagemkkgl
gyagemkkgl
qyagemkkgl
npege. kkyl
npegk.kkyl
npege.kky.

figvmhylmpk
figvmhylmpk
flsvmhylmpk

nmgkegdvial
nmgkdgdvial
nmgkdgdvial
....... aka
....... ala
cee.e..apa

ffglsgtgkt
ffglsgtgkt
ffglsgtgkt
fp..sacgkt
fp..sacgkt
fp..sacgkt

tlstdhnryl
tlstdhnryl
tlstdhnryl]
nl.ammnps]
nl.ammnptl
nl, ammnps g

snikggcy. d
snipggcy.al
snipggcy. 3l
.pgghlral
.hggnlral

.elgnlra

ktigkntift
ktigkntift
ktifkntift

kcidlareke
kcidlskeke
kcvdlsreke

.J[Vvtenfraa.
Jutentraa.
Jvtentjraa.
nvae. fsdgg
njvae. tsdgg
njvae. sdgg

dafgvlppvs
dafgvlppvs
dafgvlppvs
dgepcahpns
deepcahpns
ngepcabh|

kinl.a.qgtm
klsl.a.gtm
klnl.a.gftm
rfctpasqep
rfctpasqep
rfctpasgcp

riklaytrkn
rmklaytrki
riklaytrki
ylahwlsmaqg
ylahwlsmah
ylahwlsmah

tomato
flaveria
arabidopsis
humancyt
ratecyt
chickencyt
501
tomato feehtrevdy
flaveria fdehtrevdy
arabidopsis fdehtrevdy
humancyt ...ktnpnai
ratcyt ...ktnpnai
chickencyt ...ktnpnai
551
tomato .pknvillac
flaveria .pknvillac
arabidopsis .ptnvillac
humancyt swknkewsse
ratcyt swknkewrpg
chickencyt swknkdwtpd
601
tomato ikeptatfsa
flaveria vkepratfsa
arabidopsis ikeptatfsa
humancyt grrpagvplv ..
ratcyt grrpagvplv ..
chickencyt grrpagvplv
651
tomato s.ggslygsgs
flaveria s.ggslygags
arabidopsis s.ggsjygvgn
humancyt rpffgynfgk
ratcyt rpffgynfgk
chickencyt rpffgynfgk
Fig. 1. Continued

500

pdiwnai..k
pdiwnai..k
pdiwnai. .k
. .Ji.npengf
i .npengf
Ji.npengf

fgtvlenv.v|
fgtvlenv.v
fgtvlenv, v
fg.vapgtsv|
fg.vapgtsv
fg.vapgtsi]

550

ypieyi..p
Jypieyi..p
Jypiefi..p
vyw.egidep
lyw.egidep
viyw. egidep

<

nakipecvgph
nakipcvgph
nakipcvgph
la..sgvitit
la..pgvtit
1p..pgvitlt

yhfi...sgy
yvhfi...sgy
yhfi...sgy
iidaawespe
iidpawespe
imdpawespe

ptky.@aml.
ptky.lheml.
ptky.jpaml.
gvivgapamrs
gvivgapamrs
gviighamrs

idaihsgdll
idaihsgkll
idaihsgsll
hpaaklpkif
rpaaklpkif
rpaaklprif

.ag
.ay

ea

kaeyvkkt
nanykkt
kanykkt
hvmwfry
hviwfrk
hvinwfrk

600
talvapgtedg
talvagteed|
talvagtedd|
gvpiegiifqg]
gvpiegiifg
gvpiegiif

650
atgwlvntgw
atgwlvntgw
atgwlvntgw
kiimhdpfam
kvimhdpfam
kiimhdpfam

gkflwpglyd-



PHOSPHOENOLPYRUVATE CARBOXYKINASE

101

701 750
tomato |eliptalegvp seildpvntw pdkkah..kd t.1ll.klgg. ..... ..r
flaveria |eliptevegvp seildpvntw snkkay..ke t.1l.klag. ..... .k
arabidopsis |elipteiegip seildpvnsw sdkkah..kd t.lv.klgg. ..... ..k
humancyt |ehsrvlewmf nridgkastk ltpigyipke dalnlkglgh inmmefifisis
ratcyt |ephsrvlewmf griegedsak ltpigyvplke dalnlkglgd vnvee| is
chickencyt |ehsrviewmf nriqggkasak staigyiplad talnlkgled inlte is
751 791
tomato |knf...evift nykigsdsn. Lteei] .llaagp.nf
flaveria pnf...evifv nhkigkddk. Ltgei] Jlaagp.nf
arabidopsis [|knf...evifa nhkigvdgk. Lteei|... .laagp.ilf
humancyt |kefwekevied iekyledigvn adllpceifere iflalkgriisg m
ratcyt |kefwekeviee idkyledgvn adllpyeifere lralkqgrilsq m
chickencyt |kefwekevee ikigyfegvn adlpyeifre llalemrikg 1
Fig. 1. Continued

positions in their primary sequence that are critical for their higher-order
structures. Crystallography showed that these proteins all possessed a similar
structure that was proposed to have been conserved during the evolution of this
protein family (Salemme, 1977). A number of proteases are thought to have
arisen by convergent evolution; these possess a similar catalytic mechanism and
geometry of residues at their active sites. However, these residues occupy differ-
ent positions in the primary sequence (Creighton, 1993). These observations
argue very strongly against convergent evolution of PEPCKs and suggest a
common ancestor. The large difference in overall sequence similarity between
the ATP- and GTP-dependent PEPCKSs and their distribution in living organisms
suggests that divergence occurred relatively early in the evolutionary process. In
terms of understanding the evolutionary history of PEPCK, it will be interesting
to see how a sequence comparison of PEPCK from bacteria and protoctists com-
pares with the proposed evolutionary relationships of these groups.
PEPCK-ATPs possess high sequence similarity over the central 80% of the
protein; however, the enzyme from flowering plants possesses an extension of
about 12 kDa at its N-terminus compared with PEPCK—-ATP from other organ-
isms (Kim and Smith, 1994; Finnegan and Burnell, 1995). A comparison of the
sequence of PEPCKs from flowering plants with those of GTP-dependent
PEPCKs show that both contain a ‘N-terminal extension’; this contains a
number of groups of conserved residues at the same position in the sequence
(Fig. 1). This strongly suggests that these ‘N-terminal extensions’ are homolo-
gous and that it was lost from non-plant ATP-dependent PEPCKs. The N-termi-
nal extension of the plant enzyme is not required for catalysis but for regulation
(Walker et al. 1995; Walker and Leegood, 1996; Walker et al., 2002). In
prokaryotes and yeast, regulation of PEPCK-ATP, by changes in its abundance
in response to factors such as sugar availability, is important (Utter and
Kolenbrander, 1972). A possibility is that regulation of the enzyme by mech-
anisms that required the N-terminal extension was not so important in these
unicellular organisms, and was lost. This is supported by the observation that in
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flowering plants, which possess the C4-photosynthetic CO,-concentrating mech-
anism, the enzyme expressed in leaves possesses a truncated N-terminal exten-
sion which is often not phosphorylated (Walker and Leegood, 1996). This is
because in this tissue, phosphorylation is not required to regulate the enzyme.
The likely reason for this is described later in this article, in section VIIL.B.1.

B. TERTIARY STRUCTURE

The crystal structure of PEPCK has been determined for PEPCK-ATP from the
bacterium Escherichia coli (Matte et al., 1996) and the protoctist Trypanosoma
cruzi (Trapani et al., 2001), and for PEPCK-GTP from humans (Dunten et al.,
2002). The fold of the enzymes is very similar, the major difference being that at
the active site the pocket that binds the nucleotide substrates base is different for
PEPCK-GTP (Dunten et al., 2002). The enzyme from at least some flowering
plants, unlike the enzyme from E. coli and T. cruzi, utilises GTP with about 30%
of the efficiency of ATP (Hatch and Mau, 1977; Burnell, 1986; R. P. Walker,
unpublished observations). It will be interesting to know the structural basis for
this. PEPCK is composed of two similar-sized domains, termed the N- and
C-terminal domains. These are separated by a deep cleft in which the active site
is located. At least for PEPCK-ATP the protein undergoes a conformational
transition upon binding the nucleoside triphosphate. This is not the result of a
large change in conformation, but due to changes in the torsion angles of the
polypeptides in the three regions that connect the two domains. This results in a
hinge-like movement through 20°, which positions active-site residues and par-
tially buries the active-site cleft. This may serve to create a favourable environ-
ment for catalysis (Matte et al., 1997). At the active site the A(G)TP-Mg?*
binding site contains a phosphoryl binding loop or P-loop, which interacts with
the phosphoryl oxygen atoms of ATP. The P-loop is present in many ATP- or
GTP-binding proteins. However, the fold of the P-loop is distinct from that
described for any protein so far (Matte et al., 1997). PEPCK does not possess a
overall degree of structural similarity with any known protein, and may repre-
sent the first member of a new structural family (Matte et al., 1997). For a
detailed description of this topic and the active site, the reader is referred to
Matte et al., 1997; Trapani et al., 2001; Dunten et al., 2002).

C. QUATERNARY STRUCTURE

PEPCK-ATP from bacteria and PEPCK-GTP are monomers. In contrast,
PEPCK-ATP from kinetoplastids is a dimer (Trapani et al., 2001 and references
therein). In yeast, PEPCK is a tetramer (Tortora et al., 1985). In flowering
plants, PEPCK is reported to be either a tetramer (Walker et al., 1995) or a
hexamer (Burnell, 1986) on the basis of gel-filtration chromatography. This dis-
crepancy needs to be addressed, and it should be noted that anomalous behav-
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iour of PEPCK-GTP using this technique has been reported for some column
packings (Hebda and Nowak, 1982a). There is no evidence for dissociation of
the subunits during purification, which occurs in the case of PEPC (see Chollet
et al., 1996). The interaction and orientation of the subunits have been studied
by crystallography for the enzyme from 7. cruzi (Trapani et al., 2001).
Monomer—monomer interaction is between only the N-terminal domains, and
the area of interaction is small; this leaves the two C-terminal domains well sep-
arated. This arrangement would allow an independent access of substrates and
would not hinder the movement of the two domains of each subunit on binding
ATP (Trapani et al., 2001). It would be interesting to know how the subunits of
PEPCK from flowering plants are arranged and what change phosphorylation
brings about.

D. CATALYTIC MECHANISM

The catalytic mechanism and active-site structure of PEPCK has been reviewed
recently, and the reader is referred to these reviews for a detailed account
(Hanson and Patel, 1994; Matte et al., 1997; see also Trapani et al., 2001;
Dunten et al., 2002). The similarities in overall amino acid sequence, tertiary
structures, active site organisation and the possession of similar motifs involved
in substrate interaction suggests that PEPCK—ATP and PEPCK-GTP possess a
similar catalytic mechanism. The order of binding of substrates to the enzyme is
a matter of controversy, and different mechanisms have been proposed for
PEPCK from different sources. The enzyme from chicken liver mitochondria
and flowering plants binds substrates in any order (Hebda and Nowak, 1982b;
Arnelle and O’Leary 1992). It is uncertain whether the reaction occurs in one
step (concerted) or two steps (sequential); opinion seems to favour the latter
(Arnelle and O’Leary, 1992; Matte et al., 1997). Carbon dioxide and not bicar-
bonate is the substrate for the enzyme (see Utter and Kolenbrander, 1972;
Arnelle and O’Leary, 1992), and a number of lines of evidence have suggested
or shown that the enzyme possesses a binding site for CO, (Hebda and Nowak,
1982b; Cheng and Nowak, 1989; Arnelle and O’Leary, 1992). PEPCK requires
two metal ions for activity; one ion is required because metal ion—nucleotide is
the substrate — this ion is likely to be Mg>* in vivo (Ash et al., 1990). PEPCK
possesses a binding site, within the active site, for the second ion, which is
thought to be Mn?* in vivo (see Hebda and Nowak, 1982b). The role of this ion
in catalysis is uncertain (Matte et al., 1997).

V. THE REACTIONS CATALYSED AND THEIR PROPERTIES

In general the catalytic properties of PEPCKs from diverse sources are
surprisingly similar. The major established difference is their nucleotide
requirement.
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A. DECARBOXYLATION OF OAA TO PEP
This reaction is a component of a number of metabolic processes.

OAA+ Mg**-nucleoside triphosphate
M PEP + Mg?*-nucleoside diphosphate + CO,

B. CARBOXYLATION OF PEP TO OAA

PEP + Mg>*-nucleoside diphosphate + CO,
M OAA + Mg?*-nucleoside triphosphate

In flowering plants and vertebrates PEPCK is generally thought to act only as a
decarboxylase. This was thought to be because its K,, for CO, was about 100
times greater than the concentration of CO, within a cell. However, recent work
showed that, at least for the enzyme from flowering plants, this low affinity is an
artefact of the conditions used to assay the enzyme in vitro (Chen et al., 2002).
The reason why PEPCK does not generally act as a carboxylase in most tissues
of flowering plants is not that the enzyme possesses a low affinity for CO,, but
that ATP is a potent inhibitor of the carboxylase activity of PEPCK (fig. 3 in
Walker et al., 2002). At the concentration of PEP, OAA, ATP and ADP found in
most plant cells, the carboxylase activity of PEPCK would be much less than
that of the decarboxylase activity. However, in some organisms, such as parasitic
worms in the gut (PEPCK-GTP), and in brown algae (PEPCK-ATP), the
enzyme functions as a carboxylase. Similarly, in kinetoplastids PEPCK may
function as a carboxylase in vivo under certain conditions (Urbina, 1987). It has
been reported that in the case of PEPCK—GTP from the gut worm Ascaris suum,
one contributory factor is that the enzyme possesses a low affinity for OAA
(Saz, 1981 and references therein). However, it is also thought that the concen-
tration of metabolites in the cell plays a major role (Rohrer et al., 1986). In the
case of PEPCK-ATP from brown algae and kinetoplastids this is not because the
enzyme is less susceptible to inhibition by ATP (Weidner and Kiippers, 1982;
Urbina, 1987). It is likely that in these organisms the in vivo concentration of
OAA, PEP and adenylates enhances the carboxylase activity relative to the
decarboxylase activity.

C. DECARBOXYLATION OF OAA TO PYRUVATE

nucleoside diphosphate
OAA — pyruvate + CO,

This reaction is catalysed by PEPCK-GTP from a number of sources, and
PEPCK-ATP from yeast (Utter and Kolenbrander, 1972 and references therein).
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This reaction is not catalysed by the enzyme from the few flowering plant species
in which it has been investigated (Hatch and Mau, 1977; Burnell, 1986).
Interestingly, mutation of Asp268 to Asn of PEPCK-ATP from E. coli maintains
OAA decarboxylase activity but abolishes phosphoryl transfer (Matte et al., 1997
and references therein). The physiological role of this reaction, if any, is unknown.

D. SPECIFIC ACTIVITY

In general the specific activity (units of activity per mg protein) of PEPCK-ATP
is about 30-60 for both the carboxylation and decarboxylation reactions when
measured under conditions that measure maximum activity at 25°C (Burnell
et al., 1986; Arnelle and O’Leary, 1992; Hunt and Kohler, 1995; Walker et al.,
2002). Lower specific activities are usually reported for PEPCK-GTP. However,
when measured under conditions that result in maximum catalytic velocity, the
specific activity of PEPCK—GTP from rat liver cytosol is similar to that of
PEPCK-ATP (Colombo et al., 1978). The value of specific activity is greatly
altered by the oxidation state of —SH groups on the enzyme, and the metal ions
present. For these reasons it is difficult to say whether there is any difference in
the specific activity of PEPCK from different organisms.

E. NUCLEOSIDE PHOSPHATE SPECIFICITY

In general, two classes of PEPCK are recognised: those which are active with
adenine nucleotides and those which are active with guanine or inosine
nucleotides (Utter and Kolenbrander, 1972). However, the enzyme from at least
some flowering plants, although showing higher activity with ATP (at least in the
decarboxylation reaction) can use GTP which gives about one-third of the veloc-
ity. A number of other nucleotides also act as substrates (Hatch and Mau, 1977;
Burnell, 1986). The point that some PEPCKs may show activity with both ATP
and GTP was raised by Utter and Kolenbrander (1972).

F. METAL REQUIREMENTS

This is complex subject because a number of interactions are involved. PEPCK
requires two cations for catalysis: one is required to bind to a site on the enzyme
(although its role in catalysis is uncertain) the other is required because the
metal-nucleotide is the substrate for the enzyme (Utter and Kolenbrander, 1972;
Lee et al., 1981; Ash et al., 1990; Matte et al., 1997). In general, PEPCK from
different sources shows the highest activity with Mn?* as the cation bound to the
enzyme — a role it is thought to fulfil in vivo. In contrast, Mg**-nucleotide is
thought to be the substrate in vivo. PEPCK often requires micromolar concentra-
tions of Mn?* and millimolar concentrations of Mg?*. However, depending on
the source of the enzyme, a number of other cations can sometimes fulfil these
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roles in in vitro assay. However, the catalytic velocity and the substrate affinities
are altered, and these effects differ for the carboxylase and decarboxylase direc-
tions (table 1 in Lee et al., 1981 and references therein). Lee er al. (1981)
reported that for the decarboxylase activity of PEPCK—GTP from chicken liver
mitochondria, low concentrations of Co**, Fe?*, Zn?** and Cd** could substitute
for Mn?* in the presence of Mg?*, and that 1.6 mM Mg>* alone supported the
reaction. Catalytic velocity was between 35 and 50% of that with Mn?*/Mg?*. In
the carboxylation reaction, Mg?* alone gave only 2% of the reaction rate with
Mn?* also present, and only Co?*" could substitute for Mn?**. PEPCK-ATP from
flowering plants appears to have an absolute requirement for Mn>* (Burnell,
1986; Chen et al., 2002), although this needs more detailed investigation. In
contrast, for PEPCK-ATP from Trypanosoma brucei, Co** could substitute to
some extent for Mn?*, but only in the carboxylation direction (Hunt and K&hler,
1995). For PEPCK-ATP from flowering plants, activity in both carboxylation
and decarboxylation directions is inhibited by about 50% when assayed in the
presence of both millimolar concentrations of Mn?* and Mg?** compared with
Mn?* alone (Burnell, 1986; Chen et al., 2002). This inhibition does not happen
for the enzyme from T. brucei (Hunt and Kohler, 1995). The enzyme from
flowering plants appeared to require a high concentration of Mn?* for activity
only in the carboxylation direction; however, the addition of 150 mM 2-mercap-
toethanol to the assay restored activity in the presence of low concentrations of
Mn?* and millimolar concentrations of Mg?*. It appears that oxidation of a —SH
group occurs only in the carboxylation assay, and only if low concentrations of
Mn?* are present (Chen et al., 2002). Therefore, in some cases the oxidation of
—SH groups might play a role in determining the cation requirement. Similarly,
Bentle and Lardy (1977) reported changes in the response to cations upon
purification. It seems that the response of PEPCK to cations is not so much
determined by whether it is an ATP- or GTP-type. An important point is that the
affinity of PEPCK for its substrates is greatly altered by the concentration and
type of cations present in in vitro assay (Lee et al., 1981; Chen et al., 2002). To
understand the properties of PEPCK within the cell it is important to use physio-
logical concentrations of these cations.

G. SUBSTRATE AFFINITIES

The marked differences between the published values of K,, for OAA were high-
lighted by Utter and Kolenbrander (1972), and they reported that these values
may be dependent on the concentration of Mn?* and Mg?* in in vitro assay. The
K, for OAA and other substrates are dependent on these, and a number of other
factors, in in vitro assay (see, for example, Lee ef al., 1981; Hebda and Nowak,
1982b; Chen et al., 2002; Walker et al., 2002). This means that a comparison of
reported K,, values in many cases is very difficult because assays were done
under different conditions. Another factor is that the properties of PEPCK are
sometimes altered upon extraction and purification.
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H. AFFINITY FOR CO,

PEPCK, at least from flowering plants, does not appear to have a low affinity for
CO,. Most studies in which the affinity of CO, has been determined used condi-
tions in in vitro assays very different from those within the cell. When Mn?** and
Mg?* concentrations and the ATP:ADP ratio approximate those within the cell,
the affinity of PEPCK for CO, is similar to that of ribulose bisphosphate car-
boxylase (RuBisCO) (Chen et al., 2002). It is interesting to note that the affinity
of RuBisCO for CO, was originally thought to be low; this was also a result of
unphysiological in vitro assay conditions (Jensen and Bahr, 1977). It should be
noted that neither phosphorylation of the N-terminal extension nor its loss alter
the affinity of PEPCK from flowering plants for CO,. It will be interesting to see
whether this result is confirmed by studies of PEPCK from other sources.

I. EFFECTORS

In general, the presence of most metabolites has little effect on PEPCK activity
(Utter and Kolenbrander, 1972). However, there are exceptions. The catalytic
velocity is greatly altered by the presence of different nucleotides. For
PEPCK-ATP the carboxylase activity has been reported to be inhibited by ATP in
a similar way in a wide range of organisms (Weidner and Kiippers, 1982; Urbina,
1987; Hunt and Kohler, 1995). At physiological ratios of ATP to ADP, the car-
boxylase activity of PEPCK is greatly reduced (Walker et al., 2002). Similarly,
the carboxylase activity of PEPCK-GTP is inhibited by ATP (Rohrer et al.,
1986). The decarboxylase activity of PEPCK—ATP is inhibited by ADP (Burnell,
1986) but the amount of inhibition is much less than that of the carboxylase activ-
ity by ATP (Walker et al., 2002). Therefore, this does not appear to be a result of
mass action. Importantly, the ratio of ATP to ADP in in vitro assay greatly alters
not only the catalytic velocity of PEPCK but its affinity for its substrates. To
understand how PEPCK might behave in the cell it is important to use physiolog-
ical concentrations, and ratios of ATP to ADP in in vitro assays. A number of
sugar phosphates inhibit PEPCK—-ATP from flowering plants by up to about 70%
at a concentration of 5 mM, if 0.5 mM Mn?* is the only cation present (Hatch and
Mau, 1977; Burnell, 1986). Inhibition is relieved by increasing the concentration
of Mn?*, and is not seen in the presence of more physiological concentrations of
Mn?* and Mg?* (Burnell, 1986). This effect is probably not important in vivo (see
Carnal et al., 1993). Titheradge et al. (1992) reported that physiological concen-
trations of a-ketoglutarate inhibit cytosolic PEPCK—GTP from liver.

J. pHOPTIMA

In general, the pH optimum of the carboxylation reaction is thought to be lower
than that of the decarboxylation direction (Utter and Kolenbrander, 1972).
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However, this may be dependent on the conditions used in in vitro assay. It is
possible that if in vitro assay conditions approximate more closely those in the
cell, then the results obtained would be different. Small changes in pH in vivo
could potentially have a large effect on PEPCK activity, as has been proposed
for PEPC. For example, in Sorghum vulgare leaves, a fall in cytosolic pH from
7.2 to 7.1 has been calculated to reduce the activity of PEPC six-fold at saturat-
ing light (Echevarria et al., 1994). This is a result of a number of interactions.

K. SOME DIFFICULTIES ENCOUNTERED IN STUDYING THE CATALYTIC
PROPERTIES OF PEPCK

Because of the many interactions that occur between substrates, products and
metal ions, studies that address how the enzyme might be regulated in the cell
should be made under conditions that approximate those found in vivo. This is
particularly difficult because of the low concentration of OAA (5-20 uM) in the
cytosol of most cells (see Titheradge et al., 1992; Agostino et al., 1996; Petersen
et al.,2001).

The enzyme from flowering plants is subject to modification by proteolysis
upon extraction, which results in loss of a 12 kDa fragment (Kim and Smith,
1994; Finnegan and Burnell, 1995; Walker et al., 1995). The severity of this
problem is dependent on the plant species and the tissue used, and in general
takes several hours at pH 7.0 for a complete loss to occur. In general, increasing
the pH of the extraction buffer affords the best protection (Walker et al., 1995).
However, loss of the N-terminal extension does not alter the catalytic velocity of
PEPCK, under conditions which measure its maximum activity but does change
its regulatory properties (Walker et al., 2002). This means that all purifications
of PEPCK from flowering plants before 1995 have been of this truncated form.
It was not possible to know this because the cDNA had not then been sequenced,
and an antibody was not available; therefore, the molecular weight of the
enzyme in rapidly prepared extracts could not be compared with that of the pure
enzyme by immunoblots of SDS—-PAGE (sodium dodecyl sulphate, polyacryl-
amide gel electrophoresis) gels.

Loss, or modification, of activity can occur during extraction, purification, or
assay that results from an oxidation of —SH groups (Utter and Kolenbrander,
1972; Colombo et al., 1978). The —SH group involved differs between PEPCKs
(Cardemil et al., 1990; Bazaes et al., 1993; Trapani et al., 2001, and references
therein). There is general agreement that these residues are not involved in cata-
lysis (Trapani et al., 2001, and references therein). In cytosolic PEPCK-GTP
Cys288 is involved and the presence of GTP protects the enzyme from
modification (Lewis et al., 1989; Holyoak and Nowak, 2001). Crystallography
studies show that when nucleotide is bound to the enzyme, the —SH group of
this residue is less exposed to the solvent, which thus affords protection.
Modification of this residue, which is a component of the P-loop, is likely to
prevent the P-loop acquiring a conformation required for productive GTP-
binding (Dunten et al., 2002). In yeast, the residue involved is Cys364, and the
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presence of ADP plus Mn?* completely protects the enzyme from inactivation by
thiol-directed agents (Alvear et al., 1992). This residue is located in the adenine-
binding site (Linss et al., 1993). The enzyme from flowering plants, unlike that
from Trypanosoma brucei and T. cruzi, also contains this residue. This may
explain why inactivation of PEPCK in crude extracts of some flowering plant
tissues is protected by the presence of these compounds (Walker et al., 1997).
Inactivation of PEPCK may occur during enzyme assay. For example, the
enzyme from the flowering plant Panicum maximum requires either millimolar
concentrations of Mn?* or a very high concentration of 2-mercaptoethanol in the
decarboxylase assay to be active; in the decarboxylation assay these conditions
are not required (Chen et al., 2002).

From the foregoing, it is clear that many factors can influence the properties
of PEPCK, and studies that address whether PEPCK from different plants, or
different forms from the same plant, possess different properties will have to be
done carefully, because many factors may result in apparently different proper-
ties and misleading conclusions. For these reasons Lepiniec et al. (1993) pro-
posed that there was no conclusive evidence that PEPC from either different
tissues or plants possessed different properties. However, recent detailed studies
have clearly shown the opposite (Westhoff et al., 1997).

VI. SUBCELLULAR LOCATION

In vertebrates there are two forms of PEPCK: one is located in the cytosol, the
other in the mitochondrion (Nordlie and Lardy, 1963). Although these forms
arise from different genes, they possess similar catalytic properties (see Weldon
et al., 1990). The ratio of mitochondrial to cytosolic PEPCK in liver is depend-
ent on the species, and this correlates with the importance of lactate as a gluco-
neogenic substrate in that species. For example, birds produce large amounts of
lactate in their muscles during flight, and these contain a much greater propor-
tion of mitochondrial PEPCK. This is thought to be because metabolism of
imported lactate to pyruvate by lactate dehydrogenase produces NADH in the
cytosol. In contrast, when amino acids are used in gluconeogenesis, NADH is
not usually produced in the cytosol as a direct result of their metabolism. This
situation requires cytosolic malate dehydrogenase and cytosolic PEPCK in order
to produce NADH in the cytosol. It should be noted that mitochondria from ver-
tebrates, unlike those from flowering plants, do not possess a carrier for OAA at
the inner mitochondrial membrane. In vertebrates the malate-aspartate shuttle
cannot provide the cytosol with NADH because mitochondrial aspartate translo-
cation is unidirectional (see Watford et al., 1981). In liver, NADH so produced is
used by glyceraldehyde-3-phosphate dehydrogenase in gluconeogenesis (for a
review see Hanson and Patel, 1994).

In the kinetoplastids 7. cruzi and T. brucei, PEPCK is located in the glyco-
some (Kueng et al., 1989; Parsons and Smith, 1989). In flowering plants, only
one form of PEPCK is known, located in the cytosol. This was determined by
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subcellular fractionation studies of a range of tissues (Leegood and ap Rees,
1978a; Ku et al., 1980 and references therein). Earlier studies reported PEPCK
to be located in the particulate fraction, from which localisation in the
chloroplast or mitochondrion was implied. These results were incorrect, and
resulted from problems with the fractionation technique (Ku et al., 1980).
Recently PEPCK has been proposed to be present in the chloroplast of diatoms
on the basis of subcellular fractionation (Reinfelder et al., 2000); however, more
work is required to substantiate this (Johnston et al., 2001).

VII. THE PEPCK GENES

In the early to mid-1980s the first sequences of cDNAs and genes for PEPCK
were obtained — these were for PEPCK-GTP from vertebrates (Hanson and Patel,
1994 and references therein). The first sequence of PEPCK—ATP was obtained
for yeast in 1988 (Stucka er al., 1988), and the first cDNA sequence of
PEPCK-ATP from flowering plants in 1994 (Kim and Smith, 1994). The partial
genomic organisation of a small multigene family for PEPCK in the flowering
plant, Urochloa panicoides, was reported in 1999 (Finnegan et al., 1999). The
Arabidopsis genome-sequencing project has shown that three possible PEPCK
genes are present (see Finnegan et al., 1999). In vertebrates the mitochondrial and
cytosolic forms of PEPCK are encoded by separate nuclear genes (see Hanson
and Patel, 1994). The mitochondrial forms from different species have a higher
sequence similarity to each other than to that of cytosolic PEPCK from the same
species. The same comment applies to the cytosolic forms. The sequence similar-
ity between mitochondrial and cytosolic PEPCK is about 55%. These two forms
of PEPCK may have evolved by gene duplication, possibly in response to the
evolution of the Cori cycle (the transport of lactate from muscles to liver, gluco-
neogenesis from lactate in liver and transport of glucose to muscle) as the
anatomy of animals became more complex (Weldon et al., 1990). The rat and
human genes for cytosolic PEPCK and the human gene for mitochondrial PEPCK
have the same gene structure of ten exons and nine introns. This further supports
the proposal of gene duplication rather than incorporation of PEPCK from a bac-
terial genome (Modaressi et al., 1998). The intron/exon structure of the genes for
PEPCK from Arabidopsis is different from vertebrates and from each other (Z.-H.
Chen, R. P. Walker, unpublished observations). In the vertebrates studied so far,
there is, as far as we are aware, only one gene for mitochondrial and one gene
for cytosolic PEPCK (Hanson and Patel, 1994; Modaressi et al., 1998). In
Trypanosoma brucei there is thought to be only one gene, whereas in 7. cruzi
there are at least two (Linss ef al., 1993). In flowering plants the number of genes
present is dependent on the species. In cucumber and tomato there is thought to be
only one (Kim and Smith, 1994; Bahrami et al., 2001). In rapeseed (Brassica
napus) (Séez-Vasquez et al., 1995) and the grass U. panicoides (Finnegan et al.,
1999) there is a small multigene family with at least four members in each. The
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origins and any functional significance of this are unknown. It should be noted
that at least half the species of flowering plant are not diploid but polyploid, and
many of these have arisen by hybridisation between different species and genera
(Raven et al., 1992). In U. panicoides each gene is capable of being transcribed,
and the mRNAs for two of the genes are more abundant in leaves, and those for
the other two, are more abundant in the roots (Finnegan et al., 1999). Sequencing
of PEPCK protein from leaves showed that the mRNA arising from the two genes
transcribed in leaves was translated (Finnegan et al., 1999).

VIII. REGULATION

The reaction catalysed by PEPCK lies at an important metabolic branchpoint
and partly for this reason, although there are others such as the provision of CO,
for photosynthesis, flux through the reaction is potentially capable of influencing
a number of metabolic processes. Flux through this reaction is subject to strict
control and one way in which this is achieved is by changes in the abundance of
PEPCK protein. In multicellular organisms, such as vertebrates and flowering
plants, PEPCK is only present in certain types of cell, and in many of these only
under certain conditions. In micro-organisms the presence of PEPCK is often
dependent on environmental factors, the importance of which depends on the
species. A second way in which flux through the PEPCK reaction is controlled is
that the catalytic velocity of a given amount of PEPCK protein can be altered
in vivo. An important factor in this is likely to be changes in OAA concentration,
and in flowering plants phosphorylation of PEPCK reduces its catalytic velocity
at a given concentration of OAA. A third control is by substrate cycles: an
example, in flowering plants and some bacteria, is one involving PEPC. These
different control mechanisms will now be reviewed.

A. CHANGES IN ABUNDANCE OF PEPCK PROTEIN

1. Vertebrates

In vertebrates the abundance of cytosolic PEPCK is greatly altered by a number
of stimuli such as nutrition and hormones. This was known in the 1960s (see
Utter and Kolenbrander, 1972). In contrast, the abundance of mitochondrial
PEPCK is fairly constant in most situations (Weldon et al., 1990), although there
are exceptions (Hanson and Patel, 1994). In mammals the factors that bring
about changes in the abundance of cytosolic PEPCK have been the subject of
much study, and this system has been used as a model to study the metabolic
control of gene transcription. This subject has been described in detail recently,
and the reader is referred to Hanson and Patel (1994) and Hanson and Reshef
(1997) for detailed accounts. In mammals, PEPCK is present in a number of
tissues and in some its physiological role is unclear (Hanson and Reshef, 1997,
and references therein). In mammals PEPCK is important in gluconeogenesis in
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the liver and kidney, and in glyceroneogenesis in adipose tissue and the liver. In
kidney, gluconeogenesis is also associated with the regulation of acid—base
balance. The abundance of PEPCK in a tissue in which it is expressed is con-
trolled by a large number of stimuli, and their relative importance depends on
the type of cell and the developmental and physiological status of the animal. In
general, in liver, hormonal signals related to fasting lead to the appearance of
cytosolic PEPCK while an increase in glucose in the blood leads to its disap-
pearance. In kidney an important signal leading to its appearance is acidosis. In
liver the inhibitory action of insulin and the stimulatory action of cyclic AMP
(cAMP) (mediated by glucagon) are major factors. How these signals are per-
ceived and transduced is a complex subject, and the reader unfamiliar with this
is referred to Lodish et al. (1995) and Voet and Voet (1995) for a basic overview.
The following simplified example illustrates some features of how these signals
are transduced. In the case of PEPCK the promoter contains a cAMP regulatory
element (CRE) — the transcription factor that binds to this is known as CREB,
phosphorylation of CREB determines its ability to bind to CRE. The phospho-
rylation of CREB is determined by a number of factors, one of which is the
abundance of cAMP-dependent protein kinase in the nucleus. An important
factor in determining this is the concentration of cAMP in the cytosol, which
activates cAMP-dependent protein kinase and leads to its transport into the
nucleus. The concentration of cAMP in the cytosol is increased by glucagon,
for example, binding to its receptor in the plasma membrane.

The abundance of PEPCK in liver is set by the rate of transcription of the
gene and the rate of turnover of its mRNA. Elevated mRNA leads directly to an
increase in the synthesis of the protein. The promoter of cytosolic PEPCK con-
tains at least a dozen regulatory elements, and these are responsible for the
complex pattern of transcription. Analysis of the binding of proteins from
the nuclei of different types of cell to the promoter of PEPCK shows that nuclear
protein (transcription factors) from different tissue binds to some common and
some different elements. This is dependent on the complement of transcription
factors present in the tissue in question. The physiological importance of these
response elements has been studied using transgenic mice in conjunction with
constructs containing various alterations to the promoter. These studies showed
that the relative importance of these response elements is dependent on the cell
type in question. The picture that emerged is that different elements are used to
drive expression of the gene in different tissues and situations. Elements that
are stimulatory in one may be inhibitory in others. In each situation an element
may acquire a different role suited to the complement of transcription factors
present (Hanson and Reshef, 1997).

2. Micro-organisms

Like vertebrate cells, the abundance of PEPCK in micro-organisms is responsive
to changes in the composition of medium in which they are bathed. Which factors
are important depends on the organism in question. In yeast (Saccharomyces
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cerevisiae) and many bacteria, the presence of PEPCK is repressed by sugars (see
Utter and Kolenbrander, 1972). However, this does not happen in species such as
those which employ PEPCK as a carboxylase in fermentation pathways
(Podkovyrov and Zeikus, 1993). In the fungus Amanita muscaria, PEPCK is also
thought to act as a carboxylase, and its abundance is not decreased by sugars
(Wingler et al., 1996). This fungus forms a mycorrhizal association with the roots
of the Norway spruce. Mycorrhizae occur in many species of vascular plants and
are important in the acquisition of inorganic nutrients from the soil (for a descrip-
tion see Raven et al., 1992). A. muscaria imports sugars from the root and nitro-
gen compounds from the soil; it is proposed that anaplerotic replenishment of the
Krebs cycle, which is necessary for the assimilation of nitrogenous compounds, is
performed by PEPCK in this species (Wingler et al., 1996). In photosynthetic
micro-organisms, such as some species of Euglena and diatoms which may exist
heterotrophically, light often leads to the disappearance of PEPCK and a major
change in the metabolism of the organism (Mortain-Bertrand et al., 1987;
Ponsgen-Schmidt et al., 1988; Descolas-Gros and Oriol, 1992). The mechanism
that brings about these changes in the abundance of PEPCK has been investi-
gated in some bacteria and yeast. In yeast, sugars decrease the activity of PEPCK
by inactivation of the enzyme by phosphorylation, increased proteolytic degrada-
tion and a repression of transcription of the gene (Proft et al., 1995, and refer-
ences therein). These processes are often studied by identifying the protein that is
lacking in mutants of yeast defective in these processes (Proft ef al., 1995).

3. Flowering Plants

In flowering plants the abundance of PEPCK is strictly controlled. PEPCK is
only present in certain types of cell, and in many of these only under certain
conditions (Edwards er al., 1971; Walker et al., 1999; Chen et al., 2000; Walker
et al., 2001). The abundance of PEPCK protein is often dependent on develop-
mental stage; for example, it is most abundant in grape seeds at a certain stage of
development (Walker et al., 1999) and it is present in the flesh of tomato only
during ripening, when organic acids may be converted to sugars by gluconeoge-
nesis (Bahrami et al., 2001). Similarly, in cotyledons of germinating seeds, in
which gluconeogenesis from storage reserves occurs, the abundance of PEPCK
changes greatly during development (Leegood and ap Rees, 1978a). In some
cases, such as ripening tomato (Bahrami et al., 2001) and germinating cucumber
seeds, changes in PEPCK protein reflect changes in the abundance of PEPCK
mRNA (Kim and Smith, 1994). In addition, the abundance of PEPCK in many
tissues is altered by physiological factors; for example, it appears to be increased
by treatments that lower intracellular pH (Walker et al., 2001). In leaves of C4
plants, in which PEPCK functions in photosynthesis, illumination increases the
abundance of PEPCK mRNA; however, the mechanism responsible is unknown
(Finnegan et al., 1995, Finnegan and Burnell, 1999; Furumoto et al., 1999). In
marked contrast to vertebrates, almost nothing is known about how the abun-
dance of PEPCK protein in cells of flowering plants is regulated.
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B. MECHANISMS THAT BRING ABOUT A RAPID CHANGE IN PEPCK ACTIVITY

The need, at least in some tissues, for PEPCK activity to be modulated in ways
other than by changes in the abundance of PEPCK protein is clearly shown in
leaves of a number of CAM plants. In these, PEPC is involved in the synthesis
of organic acids during the night, and PEPCK in their subsequent decarboxyla-
tion during the day. However, both enzymes are present in the cytosol of the
same cells at the same time, which suggests that if a futile cycle of carboxylation
and decarboxylation is to be avoided then there must be a mechanism that mod-
ulates PEPCK activity (Walker, 1992). An important part of this mechanism is
that PEPCK from flowering plants is subject to reversible protein phosphoryla-
tion (Walker et al., 1995). Interestingly, Utter and Kolenbrander (1972) sug-
gested: ‘that alterations in the concentration of OAA may serve as a regulatory
device for this enzyme’. In effect this is what phosphorylation does — it alters the
catalytic velocity of PEPCK at a given concentration of OAA (Walker et al.,
2002). This supports the view that the concentration of OAA is a critical factor
in determining the catalytic velocity of PEPCK in vivo in all living organisms.

1. Flowering Plants

PEPCK is subject to reversible protein phosphorylation in flowering plants
PEPCK from flowering plants possesses an extension of 12 kDa at its N-termi-
nus, compared with PEPCK-ATP of otherwise similar sequence from other
groups of organisms (Kim and Smith, 1994). PEPCK is in vivo phosphorylated
at a site(s) within the N-terminal extension in germinating seeds, in leaves of
CAM and some C4 plants (Walker and Leegood, 1995, 1996). This was shown
by feeding tissue ?Pi and immunoprecipitating PEPCK from extracts of the
tissue at various times after homogenisation. The loss of the N-terminal exten-
sion by proteolysis in these extracts correlated with the loss of 3?Pi (Walker and
Leegood, 1995, 1996). Similarly, intact PEPCK is phosphorylated by cyclic
AMP-dependent protein kinase (cAMP-dependent protein kinase) in vitro,
whereas the enzyme that lacks the N-terminal extension is not (Walker and
Leegood, 1995). Phosphorylation in vitro by cAMP-dependent protein kinase
brings about the same changes in the catalytic properties of PEPCK as are
caused by phosphorylation in vivo (Walker et al., 2002). Although PEPCK is
phosphorylated in all germinating seeds and leaves of CAM plants studied, in
C4 plants the N-terminal extension is usually truncated and often not subject
to phosphorylation (Walker and Leegood, 1996; Walker et al., 1997). PEPCK
is also phosphorylated in leaves of C3 plants such as cucumber, in which it is
located in the trichomes and vasculature, and in roots (Walker and Leegood,
1996; R. P. Walker, unpublished). PEPCK is phosphorylated under conditions —
such as in the leaves of C4 grasses during darkness — in which it would be
expected that the enzyme is inactive (Walker and Leegood, 1996). The N-termi-
nal extension of PEPCK from many species of flowering plants contains two
potential phosphorylation sites; one is a motif for AMP-dependent protein kinase
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and the other a motif for cAMP-dependent protein kinase (Walker et al. 2002).
This site is also a binding site for 14,3,3 proteins. These proteins bind to target
proteins when the target is phosphorylated and, in the case of many enzymes,
modulates their activity (for review, see Chung et al., 1999). The possession of
more than one phosphorylation site may be potentially important in allowing
different signal transduction pathways to alter the phosphorylation state of
PEPCK. Proteolytic digests of pure PEPCK from P. maximum leaves, phospho-
rylated either in vivo, or in vitro by cAMP-dependent protein kinase, showed a
similar peptide pattern after SDS—PAGE using tricine gels. In both cases only
the same single peptide was labelled. However, because the two potential phos-
phorylation sites are close together this does not prove that the same site is phos-
phorylated in vitro and in vivo. An antibody was raised against a peptide that
corresponded to a small part of the phosphorylated cAMP-dependent protein
kinase site on PEPCK. The serum was affinity-purified by incubation with either
purified phosphorylated PEPCK or non-phosphorylated PEPCK, and its
specificity was checked on blots of SDS-PAGE gels. This antibody was gener-
ated, and affinity purification performed, essentially as described for antibodies
against amino acids (Walker et al., 2001). The antiserum incubated with phos-
phorylated PEPCK only recognised non-phosphorylated PEPCK and vice versa.
This may have been because the peptide used as an immunogen was only par-
tially phosphorylated. If leaves of C4 plants were fed **Pi, and phosphorylated
and non-phosphorylated PEPCK purified, changes in the amount of radiola-
belling of PEPCK corresponded with changes in cross-reactivity with the anti-
body that recognised the phosphorylated form of PEPCK (Fig. 2). In addition, if
phosphorylation of non-phosphorylated PEPCK was done in vitro using cAMP-
dependent protein kinase, phosphorylated PEPCK so obtained was recognised
by the antiserum (Fig. 2). These results strongly suggest that the site phospho-
rylated in vivo in darkened leaves of P. maximum is the cAMP-dependent protein
kinase site. The antibody against non-phosphorylated PEPCK specifically recog-
nised only non-phosphorylated PEPCK in crude extracts of P. maximum leaves
(R. P. Walker unpublished observations). This antibody will be useful in deter-
mining the phosphorylation state of PEPCK in vivo in a number of plant species
under different conditions because feeding 3?Pi to tissues, in order to determine
the phosphorylation state of an enzyme, usually requires the tissue to be
damaged. In contrast to estimating the phosphorylation state of an enzyme by
looking at changes in the abundance of mRNA for the relevant protein kinase,
the antibody method directly shows the phosphorylation state of the enzyme.

What effect does phosphorylation have on PEPCK in vitro?

PEPCK activity can be measured in in vitro assays either in the decarboxylation
or carboxylation direction; however, unless the enzyme is pure it is difficult to
use the decarboxylation assay for detailed studies of its catalytic properties,
because malate dehydrogenase, which is very abundant in extracts of plant
tissues, will convert the substrate OAA to malate (Hatch and Mau, 1977).
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Fig. 2. An antibody raised to the phosphorylated cAMP-dependent protein kinase
site, possessed by PEPCK, recognises PEPCK phosphorylated in vivo in P. maximum
leaves and PEPCK from P. maximum leaves phosphorylated in vitro by cAMP-dependent
protein kinase, but not the non-phosphorylated enzyme. Detached leaves of P. maximum
were fed 3?Pi as described by Walker and Leegood (1996). Non-phosphorylated enzyme
was purified from illuminated leaves and phosphorylated enzyme from darkened leaves,
as described by Walker et al. (2002). In vitro phosphorylation of non-phosphorylated
PEPCK was done using the catalytic subunit of cAMP-dependent protein kinase, as
described by Walker and Leegood (1995). Electrophoretic methods were carried out as
described by Walker and Leegood (1996). I = PEPCK from illuminated leaves; D =
PEPCK from darkened leaves. — = PEPCK from illuminated leaves before
phosphorylation by cAMP-dependent protein kinase; + = PEPCK from illuminated leaves
after phosphorylation by cAMP-dependent protein kinase.

Measurement of the carboxylase activity of PEPCK in crude extracts of either
illuminated or darkened leaves of both CAM or C4 plants showed no change in
activity of PEPCK in in vitro assay under conditions which measure maximum
activity (Carnal et al., 1993; Walker et al., 1997; Walker et al., 2002). Similarly,
there is no change in affinity for its substrates when PEPCK activity is measured
under these conditions. PEPCK was purified separately from illuminated or
darkened leaves of the C4 grass Panicum maximum — a tissue in which PEPCK
is abundant (Edwards et al., 1971; Hatch and Mau, 1977) and its phosphoryla-
tion state easily defined (Walker et al., 2002). Studies using the purified enzyme
showed that phosphorylation alters PEPCK activity in the following ways. In the
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decarboxylation direction it lowers its affinity for OAA. The difference in activ-
ity between phosphorylated and non-phosphorylated enzyme changes from
about 10-fold at 5 uM OAA to three-fold at 20 uM OAA, to a 30% difference at
100 uM OAA. This is interesting because the concentration of OAA in the
cytosol of many cells is about 5-20 uM (see Titheradge et al., 1992; Petersen
et al., 2001; Agostino et al., 1996). In addition, the effect of phosphorylation on
the affinity of PEPCK for OAA is modulated by the ratio of ATP to ADP, the dif-
ference in activity is greater the higher the ratio of ATP to ADP. For example, at
20 uM OAA and a ATP to ADP ratio of 9:1, there is a three-fold difference in
activity, but at a ratio of 1:1 only about a 50% difference. In illuminated C3
leaves the ATP to ADP ratio in cytosol is about six (Gardestrom, 1987). In the
carboxylation direction activity is also dependent on the concentration of PEP
and the ratio of ATP to ADP (Walker et al., 2002) and phosphorylation lowers
the affinity of the enzyme for PEP. The enzyme from flowering plants that lacks
the N-terminal extension, and PEPCK from yeast, behave the same as the non-
phosphorylated enzyme. Interestingly, the ratio of ATP to ADP alters the affinity
of all these forms of PEPCK for both PEP and OAA several-fold; this is most
pronounced at physiological concentrations of OAA or PEP, and phosphoryla-
tion just amplifies this response (Walker et al., 2002). It therefore seems likely
that the effect of the ratio of ATP to ADP on the affinity of PEPCK for PEP and
OAA is an inherent property of many ATP-dependent PEPCKs, and that
phosphorylation of the N-terminal extension just enhances these properties.

What is known about the kinase that phosphorylates PEPCK?

PEPC-kinase, the protein kinase that is thought to phosphorylate PEPC in at
least some tissues in vivo, was cloned recently (Hartwell ez al., 1999). A number
of observations raise the possibility that PEPC-kinase may be responsible for the
phosphorylation of both PEPC and PEPCK in some tissues. Firstly, partially
purified PEPC-kinase from maize phosphorylates PEPCK from cucumber at a
site(s) within the N-terminal extension (Walker and Leegood, 1995). Secondly,
both PEPC and PEPCK are phosphorylated by cAMP-dependent protein kinase
at the same site that is phosphorylated in vivo, and for both PEPCK and PEPC,
phosphorylation alters the regulatory properties in the same way as phosphoryla-
tion in vivo (Walker and Leegood, 1995; Chollet et al., 1996; Walker et al., 2002
and references therein). Thirdly, in leaves of CAM plants, PEPCK and PEPC are
both present in the cytosol of the same cells, and changes in their phosphoryla-
tion state follow the same pattern (Walker and Leegood, 1996). Phosphorylation
activates PEPC (see Chollet et al., 1996) and inactivates PEPCK (Walker et al.,
2002). This is consistent with the requirement that when PEPCK is active PEPC
is inactive and vice versa. Fourthly, Giglioli-Guivarc’h et al. (1996) showed that
an increase in cytosolic pH, which occurred upon illumination of mesophyll
cells prepared from leaves of the C4 plant Digitaria sanguinalis, is likely to be a
component of the signal transduction pathway leading to the appearance of
PEPC-kinase. When PEPC activity is measured in in vitro assay, a lowering of
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pH reduces its activity by amplifying the inhibitory effect of malate and reduc-
ing the stimulatory effects of phosphorylation and glucose-6-phosphate. A fall in
cytosolic pH is thought to be one of the major factors that regulates the in vivo
activity of PEPC in leaves of Sorghum vulgare; a fall in cytosolic pH from 7.2
to 7.1 has been calculated to reduce the activity of PEPC six-fold at saturating
light (Echevarria et al., 1994). In contrast, large amounts of PEPCK protein
appear in a range of plant tissues in which PEPCK is not normally present, when
they are treated in ways that are known to lower cytosolic pH (Walker et al.,
2001). Interestingly PEPCK and PEPC may be components of a mechanism that
is likely to be of critical importance in pH homeostasis in plants; this is dis-
cussed in detail in section IX.F. A rise in pH increases the activity of PEPC in
vivo, which causes a decrease in pH. A fall in pH increases the activity of
PEPCK in vivo, which causes a rise in pH. Together these observations raise the
possibility that a change in cytosolic pH is an important signal in the coordi-
nated regulation of PEPCK and PEPC activity in plant cells under certain
circumstances. It will be interesting to see whether pure PEPC-kinase phospho-
rylates PEPCK, and whether changes in the abundance of PEPC-kinase in vivo
are correlated with changes in the phosphorylation state of PEPCK in a range
of tissues.

How does phosphorylation alter the catalytic activity of PEPCK in vivo?

A critical question is whether the changes in the catalytic properties of PEPCK
brought about by phosphorylation are important in vivo. Interestingly, Utter and
Kolenbrander (1972) suggested: ‘that alterations in the concentration of OAA
may serve as a regulatory device for this enzyme’. In effect this is what phos-
phorylation does; it alters the catalytic velocity of PEPCK at a given concentra-
tion of OAA. Further, Utter and Kolenbrander (1972) suggested that: ‘It is
possible that PEPCK activity is also influenced by the relative phosphorylation
states of adenine and guanine nucleotides’. This is also an important factor.
The physiological relevance of phosphorylation of PEPCK is discussed in the
following sections.

Gluconeogenesis in germinating seeds. Many years ago it was suggested that
PEPCK is the rate-limiting step in gluconeogenesis in liver under certain circum-
stances (see Utter and Kolenbrander, 1972). Recent work has supported this,
although it must be stressed that this is only under certain circumstances
(Titheradge et al., 1992). In germinating marrow it has been proposed that PEPCK
is a regulatory enzyme and exerts a high degree of control over flux through glu-
coneogenesis (Leegood and ap Rees, 1978b; Trevanion et al., 1995a,b). Leegood
and ap Rees (1978b) based this proposal on the observation that the reaction cata-
lysed by PEPCK is displaced from equilibrium and on a ‘cross-over experiment’.
In the cross-over experiment, gluconeogenic flux was altered using the inhibitor of
PEPCK, 3-mercaptopicolinic acid. It was reported that when gluconeogenic flux
increased, OAA content decreased and PEP content increased. The problems with
this approach are that it is extremely difficult to measure the intracellular concen-
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tration of OAA and PEP (for discussion see Petersen et al., 2001), and to know the
correct value for the equilibrium constant (to measure the equilibrium constant,
PEPCK is incubated with substrates in vitro and the concentration of substrates
and products at equilibrium measured) (Wood et al., 1966). The final concentra-
tions depend on the rates of the carboxylation and decarboxylation reactions,
which are very dependent on a number of factors such as metal ion concentration
and ratio of A(G)TP to A(G)DP (see Chen et al., 2002; Walker et al., 2002).
According to the cross-over theory, an increase in flux through a reaction in vivo,
and an associated decrease in concentration of the substrate of the enzyme in vivo,
provide evidence that the enzyme is regulatory (for a discussion of these ideas, see
Newsholme and Start, 1973). In the case of PEPCK, this implies that even though
the concentration of the substrate OAA decreases in vivo, the flux through the
PEPCK reaction increases. This would require the catalytic velocity of PEPCK
to increase, even though the concentration of its substrate OAA was less. Utter
and Kolenbrander (1972) suggested that changes in the concentration of OAA
may serve to alter flux through the PEPCK reaction in vivo. The experiments
of Petersen et al. (2001) support this; it was shown that in the bacterium
Corynebacterium glutamicum, the flux through the PEPCK reaction was propor-
tional to OAA concentration in vivo. This suggests that for the observations of
Leegood and ap Rees (1978b) to be correct, the enzyme from flowering plants
must possess the ability to increase its catalytic rate, independent of OAA concen-
tration. Recent work strongly supports this — PEPCK from flowering plants, unlike
that from C. glutamicum, is subject to reversible phosphorylation, and the effect of
dephosphorylation of PEPCK is to increase its catalytic rate about four-fold at a
physiological concentration of OAA (about 10-25 uM), and a physiological ATP
to ADP ratio of 6 (see fig. 3 in Walker et al., 2002). In germinating cucumber
cotyledons, PEPCK is dephosphorylated in response to light (Walker and
Leegood, 1995), which is known to increase the rate of lipid mobilisation in this
seed (Davies et al., 1981). This is probably because when the seed germinates in
the soil it then needs to conserve its storage reserves (many of which are used in
the assembly of the photosynthetic apparatus) upon reaching light.

C4 photosynthesis. An interesting example of the importance of OAA con-
centration in relation to catalytic activity in vivo is provided by C4 photosyn-
thesis, which is an example of a photosynthetic CO,-concentrating
mechanism. In C4 photosynthesis CO, is fixed into dicarboxylic acids by the
action of PEPC in the mesophyll cells of the leaf. The malate and/or amino
acids so produced diffuse into a layer of cells underlying the mesophyll,
called the bundle sheath. In these cells, decarboxylation occurs, CO, enters
the Benson—Calvin cycle, and sugars are produced (for a review, see Hatch,
1987). In many species PEPCK is used to decarboxylate organic acids in the
bundle sheath.

The maximum catalytic activity of PEPCK in extracts of germinating
marrow seeds is about 7.0 units of PEPCK per gram fresh weight (Leegood and
ap Rees, 1978a) (one unit = I pmol min™' of substrate converted to product at
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25°C and under other conditions in in vitro assay in which maximum activity is
measured). This is 70-fold (Trevanion et al., 1995a) higher than the gluco-
neogenic flux. In rat liver, which contains similar amounts of PEPCK, the rate
of gluconeogenesis from lactate is about seven times less than the content of
PEPCK (cf. tables 6.6 and 6.9 in Newsholme and Start, 1973). This discrepancy
can be explained, for plants at least, by a comparison of the catalytic properties
of the enzyme and the concentration of OAA in vivo. If we assume the
ATP:ADP ratio in the cytosol of germinating seeds is between three and eight,
as it is in many organisms (Newsholme and Start, 1973; Gardestrom, 1987) and
the concentration of OAA is about 10-20 uM, as is common in other cells
(Titheradge et al., 1992; Agostino et al., 1996; Petersen et al., 2001), then flux
through PEPCK would be between about 2 and 20% of its maximum catalytic
activity (see fig. 3 in Walker et al., 2002). However, the rate of photosynthesis
in leaves of C4 plants, and hence flux through the PEPCK reaction, is up to
about 5.0 umol min™' g (fresh wt)~! (Burnell and Hatch, 1988b). To increase
flux through the PEPCK reaction, the abundance of PEPCK could be increased;
however, the maximum catalytic activities of PEPCK in extracts of germinating
seeds and leaves of PEPCK/NAD-malic enzyme C4 plants are similar (Walker
et al., 1995, 2002). The second alternative is to increase the concentration of
OAA. The concentration of OAA in these cells in vivo is thought to be about
100-150 uM (Agostino et al., 1996). In different species of C4 plants, either
malate or aspartate is imported into the bundle sheath cells. The C4 plants that
use PEPCK to decarboxylate OAA import large amounts of aspartate into the
bundle sheath (Chapman and Hatch, 1981; Burnell and Hatch, 1988b). There
are two subgroups of C4 plants that utilise PEPCK as a decarboxylase, one uses
PEPCK in conjunction with mitochondrial NAD-malic enzyme (Burnell et al.,
1988b). The other type, an example being maize, uses PEPCK in conjunction
with chloroplastic NADP-malic enzyme (Walker et al., 1997). Both contain
large amounts of aspartate aminotransferase in the bundle sheath. This allows a
high concentration of OAA to be achieved in the cytosol of the bundle sheath.
The reason for this is that the equilibrium constant of the reaction catalysed by
aspartate aminotransferase favours the formation of a high concentration of
OAA, whereas that of the malate dehydrogenase reaction results in a much
lower concentration of OAA. In the presence of this higher concentration of
OAA and an ATP to ADP ratio of three to seven, which is typical of photosyn-
thetic cells of C3 plants (Gardestrom, 1987), PEPCK would be operating at
about 50% of its maximum catalytic velocity (see fig. 3 in Walker et al., 2002).
PEPCK/NAD-malic enzyme C4 plants contain between about seven and nine
units of PEPCK per gram fresh weight (Hatch and Mau, 1977; Smith and
Woolhouse, 1983; Burnell, 1986; Walker et al., 2002), when PEPCK activity is
measured in in vitro assay under conditions which measure its maximum activ-
ity. Therefore, the amount of in vivo activity would be sufficient to just support
the maximum rate of photosynthesis in PEPCK/NAD-malic enzyme C4 plants.
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It should be noted that NAD-malic enzyme also supports photosynthesis in
these plants — the contribution being about 25% of that of PEPCK (Burnell and
Hatch, 1988b).

The question arises as to how the activity of PEPCK is coordinated with
that of photosynthesis, for example, how is PEPCK inactivated in the dark?
One possibility, as in gluconeogenesis in vertebrates and germinating seeds, is
that the abundance of PEPCK is altered. However, this does not appear to be
the case (Hatch and Mau, 1977; Carnal et al., 1993; Walker et al., 2002). Also,
despite extensive study for nearly 50 years, there is no evidence in any organ-
isms that any metabolite, or combination of metabolites, could sufficiently
decrease flux through the PEPCK reaction when OAA is at a concentration of
100-150 uM. Furthermore, there is no evidence of any other modifications to
the protein other than reversible protein phosphorylation which could inacti-
vate PEPCK. At high concentrations of OAA, phosphorylation would be
insufficient to inactivate PEPCK (see fig. 3 in Walker et al., 2002). In addition,
the N-terminal extension is truncated, lacks the phosphorylation site recog-
nised by cAMP-dependent protein kinase, and is not phosphorylated in vivo in
leaves of many species of C4 plants (Walker and Leegood, 1996; Walker et al.,
2002). In contrast, the N-terminal extension is not truncated, and the enzyme
is subject to phosphorylation in a range of germinating seeds and leaves of
CAM plants (Walker and Leegood, 1995, 1996; Walker and Leegood 1997).
This shows that phosphorylation is not essential for regulation of PEPCK
activity in the leaves of at least some species of C4 plant. In the C4 plant U.
panicoides there is a small multigene family for PEPCK, and it is possible that
this may allow forms that are not subject to phosphorylation to be expressed in
leaves, and forms that are subject to phosphorylation to be expressed in other
tissues, although this is uncertain (Finnegan et al., 1999).

To understand how flux through the PEPCK reaction is turned off in the dark,
it is important to consider the size and origin of the OAA pool and the catalytic
and regulatory properties of PEPCK. This is because the only known mechanism
by which flux through the PEPCK reaction could be greatly reduced would be a
decrease in the concentration of OAA. Firstly, to consider the size and origin of
the OAA pool; if OAA is at a concentration of 150 uM in the cytosol, and the
cytosol is about 10% of cell volume, then in one gram fresh weight of bundle
sheath there are about 15 nmol of OAA. This would mean that PEPCK in this
tissue, operating at 25% of its maximum rate, would consume this pool in one-
third of a second. The next step is to consider the origin of OAA. OAA arises
from aspartate by the action of aspartate aminotransferase:

aspartate + a-ketoglutarate <> glutamate + OAA

The equilibrium constant of the reaction is given by [glutamate][OAA]/
[aspartate][a-ketoglutarate] and is approximately one (Mavrovouniotis, 1991).
Next, it is important to have an idea of the concentration of these metabolites.
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The concentration of OAA in these cells in vivo is thought to be about
100-150 uM (Agostino et al., 1996). The mesophyll cells, in which organic
acids are synthesised, and the bundle sheath cells, in which decarboxylation
occurs, are connected together by numerous plasmodesmata. Plasmodesmata are
somewhat like pores between plant cells — there is no plasma membrane
between the cells, and the cytosol of the two cells is in direct connection. In
leaves of C4 plants this allows metabolites to diffuse between the cells accord-
ing to the concentration gradient (for a review, see Hatch, 1987). A surprising
fact is that if bundle sheaths, or their cells, are isolated from leaves, then these
plasmodesmata remain open. This is a very useful experimental system because
if these isolated tissues are illuminated in the presence of appropriate com-
pounds then photosynthesis occurs to a similar extent to intact leaves (Burnell
and Hatch, 1988a). The presence and abundance of different compounds in the
bathing medium greatly alters the rate of photosynthesis. For example, inclusion
of the inhibitor of PEPCK, 3-mercaptopicolinic acid, or the omission of Mn?*,
stops photosynthesis under certain conditions (Burnell and Hatch, 1988a). This
allows the effects of potential inhibitors of PEPCK, for example, to be studied in
vivo (Carnal et al., 1993). The isolated bundle sheath system has made invalu-
able contributions to the understanding of C4 photosynthesis. In the present dis-
cussion it allows us to know what concentrations of apartate and a-ketoglutarate
are necessary to generate sufficient OAA for the PEPCK reaction in vivo.
Burnell and Hatch (1988b) found that by incubating bundle sheath cells in the
presence of different concentrations of aspartate, a concentration of about 2 mM
was sufficient for the PEPCK reaction. A similar concentration was required for
a-ketoglutarate (see fig. 3 in Burnell and Hatch 1988b). Glutamate, a product of
aspartate aminotransferase, did not inhibit the PEPCK reaction. These values
are not too different from studies in which these metabolites were measured in
extracts of maize leaves; in addition, the concentration of glutamate was meas-
ured in these extracts (Leegood, 1985; Stitt and Heldt, 1985). If it is assumed
that glutamate is 40 mM, aspartate 3 mM, a-ketoglutarate 2 mM and OAA
150 uM, then the reaction catalysed would be in equilibrium ([40 x 0.15]/[3 x 2]
= I; where 1 is the equilibrium constant for the reaction). The exact values of
these concentrations are not so important — similar results would be obtained if
the values were substantially different, i.e. the calculation just illustrates a point.
If the concentration of OAA falls to 10 uM then the concentration of the other
components of the equilibrium will change; for example 42 mM glutamate,
0.65 mM aspartate and 0.65 mM o-ketoglutarate would be in equilibrium. The
change in the sum of the concentration of the reactants of aspartate aminotrans-
ferase would be very small, from 45 mM at 150 uM OAA to 43.3 mM at
10 uM. If the cytosol occupies 10% of cell volume then 0.17 umol of reactant
are lost; this would occur in seconds. It should be noted that in the natural situa-
tion the increase in illumination as the sun rises, for example, occurs over a con-
siderable period of time, and that a gradual change in the concentration of these
metabolites would occur. The point of this simplified (the system has been
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viewed as closed) and approximate calculation is to show that it is possible to
readjust the concentration of OAA without radically altering the pools of other
metabolites within the cell. It should be noted that it is reported not to be possi-
ble to reliably measure OAA in extracts of tissues, because of its extreme insta-
bility (Rej, 1985; Agostino et al., 1996; Petersen et al., 2001).

Carnal ef al. (1993) discussed the possibility that in the dark, the reaction
catalysed by PEPCK approached equilibrium, so that there was no net flux. In
keeping with the known catalytic properties of PEPCK, they came to the only
reasonable conclusion, that this was unlikely. However, our understanding of
the catalytic properties of PEPCK has increased in recent years, not least
because we now know that — at least for the enzyme from flowering plants — it
possesses a high affinity for CO, under physiological conditions (Chen et al.,
2002). We propose that in leaves of C4 plants in the dark, OAA concentration
decreases greatly, that the rates of the decarboxylase and carboxylase reactions
become similar, and that there is a minimal net flux. We will now explore this
proposal a little more. Firstly, we will consider the effects of the ATP to ADP
ratio; in illuminated leaves of C3 plants the adenylate ratio increases from about
three in the dark to seven in the light (Gardestrom, 1987). It is known that ADP
inhibits the decarboxylase activity in vitro of PEPCK from C4 plants (Burnell,
1986); similar results have been obtained for PEPCK from other living things.
Burnell (1986) suggested that this inhibition might have a role in vivo. In vivo,
the formation of PEP by bundle sheaths in the presence of 1 mM ATP is inhib-
ited about 30—40% by the addition of 1 mM ADP (Carnal et al., 1993). A similar
amount of inhibition is seen in in vitro assay (see fig. 3 in Walker et al., 2002).
Secondly, we need to consider the effect of other possible effectors. Hatch and
Mau (1977) and Burnell (1986) found that a number of sugar phosphates inhib-
ited PEPCK in in vitro assay by about 60% at a concentration of 5 mM.
However, detailed investigation showed that this effect was complex because a
number of interactions occurred (Burnell, 1986). The inhibition could be allevi-
ated by increasing the concentration of Mn?* (fig. 6 in Burnell, 1986). Mg?* nor-
mally inhibits PEPCK from flowering plants by about 50% this being a very
complex effect (Burnell, 1986; Chen et al., 2002). However, if both sugar phos-
phates and Mg?* are present, inhibition is never more than 60%, that is, their
effects are not additive (see fig. 6 in Burnell, 1986). Therefore, under physiolog-
ical conditions, that is in the presence of Mg?*, sugar phosphates are not
inhibitors. This is supported by in vivo bundle sheath assays in which these com-
pounds did not inhibit the activity of PEPCK (Carnal et al., 1993). An interest-
ing observation was that the addition of 1 mM PEP to bundle sheath assays
inhibited PEPCK activity by about 30—40% (Carnal et al., 1993). Whether this is
the case in vitro would be interesting to determine. It would also be interesting
to determine whether OAA inhibits the carboxylase activity.

If the rates of the carboxylase and decarboxylase activity of PEPCK are
similar in darkened leaves of C4 plants, the ATP to ADP ratio is about three, and
the OAA concentration is 10 uM — this would require a PEP concentration of
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about 1 mM (see fig. 3 in Walker et al., 2002), a value similar to that reported in
maize (Leegood, 1985; Stitt and Heldt, 1985). There are likely to be two related
reasons why regulation of PEPCK by phosphorylation is not essential in leaves
of C4 plants. Firstly, at a high concentration of OAA, the effect of phosphoryla-
tion on PEPCK activity is much smaller than at a low concentration of OAA (see
fig. 3 in Walker et al., 2002). Secondly, if the reaction is operating in both direc-
tions in the dark, phosphorylation would have little or no effect on net flux (see
fig. 3 in Walker et al., 2002). It is possible that an interesting extension of this
mechanism of control occurs in photosynthetic CO,-concentrating mechanisms
in some algae, in which it is possible that PEPCK acts as both a carboxylase and
decarboxylase. This is considered in detail in section IX.C.6. A more extreme
case still may be seen in organisms which use PEPCK as a carboxylase — in
these it is likely that a very low OAA concentration must be maintained. It is
unfortunately beyond the scope of this article to describe how the C4 cycle as a
whole is coordinately regulated, but some aspects of this complex topic are con-
sidered by Burnell and Hatch (1988b), Furbank et al. (1991), Carnal et al.
(1993), Agostino et al. (1996) and Leegood and Walker (1999).

CAM. Crassulacean acid metabolism (CAM) is another example of a mecha-
nism that assists plants in acquiring CO, for photosynthesis. In these plants,
PEPCK is likely to be regulated in a different way to the C4 plants. Many famil-
iar plants, such as cacti (although these do not utilise PEPCK) and bromeliads
(many of which are grown in the home and do utilise PEPCK) are CAM plants.
In the leaves of many CAM plants the stomata open at night, and CO, enters the
leaf to be fixed into organic acids by PEPC. These organic acids, usually malic
acid or citric acid, are accumulated in the vacuole. During the day the stomata
close, organic acids leave the vacuole, are decarboxylated, and the CO, thus
released enters the Benson—Calvin cycle. This mechanism reduces water loss
because more water vapour passes through the stomata during the day when
temperatures are higher (Ting, 1985). CAM may be an elaboration of a mecha-
nism in which, during drought, plants close their stomata and use decarboxyla-
tion of their organic acid reserves to provide CO, for photosynthesis. In CAM
plants, either PEPCK or the malic enzymes may be used to decarboxylate
organic acids — this depends on the species (Dittrich et al., 1973). An interesting
observation is that in species that use PEPCK as a decarboxylase, its abundance,
as indicated by its maximum activity in in vitro assay, is often reported to be
higher than that of the malic enzymes in species which use these as a decar-
boxylase (see Christopher and Holtum, 1996). In CAM plants the activity of
PEPCK is high; a reworking of the data for pineapple show that it is about
12-18 units per gram fresh weight (Dittrich et al., 1973; Black et al., 1996;
Christopher and Holtum, 1996). In Clusia minor it is four units per gram fresh
weight (Borland et al., 1998), an activity which is about four times in excess of
the requirements for its activity in vivo (compare Borland and Griffiths, 1997;
Borland et al., 1998). It should be noted that expressing PEPCK activity and the
rate of photosynthesis on a per gram fresh weight basis is not wholly satisfactory



PHOSPHOENOLPYRUVATE CARBOXYKINASE 125

for CAM plants because they are succulent, and internal tissues are often not
photosynthetic and do not contain PEPCK. In CAM plants OAA is derived from
malate by the action of malate dehydrogenase, and the concentration of OAA is
likely to be lower than in the leaf of a C4 plant. For example, at a concentration
of 10-20 uM, and at an ATP to ADP ratio of between three and seven, the cat-
alytic velocity of PEPCK would be between about 10 and 30% of its maximum.
This is in keeping with the amounts of PEPCK in leaves of CAM plants, which
are between about three and ten times the rate of photosynthesis.

In leaves of many CAM plants, PEPC is involved in the synthesis of organic
acids during the night, and PEPCK in their subsequent decarboxylation during
the day. However, both enzymes are present in the cytosol of the same cells at
the same time, which suggests that if a futile cycle of carboxylation and decar-
boxylation is to be avoided there must be a mechanism that modulates PEPCK
activity (Walker, 1992). The regulatory properties of PEPC were considerably
simpler to find than those for PEPCK, and in the 1960s the effectors of the
enzyme were found (see Utter and Kolenbrander 1972; Latzko and Kelly, 1983).
In the 1980s it was found that the sensitivity of the enzyme to these effectors
was modulated by reversible protein phosphorylation which activates the
enzyme (see Chollet, 1996). These effects are thought to reduce the velocity of
the PEPC reaction during the day in leaves of CAM plants. PEPCK is subject to
reversible protein phosphorylation in leaves of CAM plants in which it is
phosphorylated at night (Walker and Leegood, 1996). At concentrations of
10-20 uM OAA and ATP/ADP ratios of three to seven, which are typical of
many types of cell, phosphorylation alters the reaction velocity of PEPCK
between three- and ten-fold. This is similar to the amount of change in reaction
velocity proposed for PEPC. From dusk to dawn in the natural environment, the
ratio of activity of PEPCK to that of PEPC will gradually change. There is likely
always to be a substrate cycle between PEPC and PEPCK, similar to that in the
bacterium Corynebacterium glutamicum in which, under certain conditions,
about two-thirds of the OAA synthesised by PEPC are recycled by PEPCK
(Petersen et al., 2000). In C. glutamicum, this substrate cycle may serve to regu-
late flux between PEP and OAA and to maintain the intracellular concentrations
of OAA and PEP (Petersen et al., 2001). In CAM plants the net flux will vary
according to the time of day, and the substrate cycle will serve to amplify the
regulatory mechanism. For a discussion of substrate (futile) cycles and their role
in regulation, the reader is referred to Newsholme and Start (1973). Substrate
cycles can produce a very large change in the amount and direction of net flux
through a reaction because flux through one enzyme can be increased and that
through the other decreased. An additional factor is likely to enhance this regula-
tory mechanism further. Malate has been widely believed to be important in the
regulation of PEPC in vivo for many years. Malate is an inhibitor of PEPC and
inhibition is relieved by phosphorylation of the enzyme (Chollet ez al., 1996).
An increase in the cytosolic concentration of malate is proposed to be a major
component of the mechanism that inhibits PEPC during the day in CAM plants
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(Chollet et al., 1996; Borland et al., 1999). However, an increase in malate is
likely to increase flux through PEPCK. This is because an increase in malate
will increase the concentration of OAA at a given ratio of NAD/NADH (this is
because of the equilibrium position of the malate dehydrogenase reaction
[malate] x [NAD] = constant x [OAA] x [NADH]). In CAM plants it is impor-
tant that accurate measurements of the cytosolic concentration of a number of
metabolites at different times of the day are obtained. This applies to the regula-
tion of both PEPCK and PEPC. A potentially important further factor in regula-
tion of PEPCK/PEPC are small changes in cytosolic pH. For example, in the
S. vulgare leaf, a fall in cytosolic pH from 7.2 to 7.1 has been calculated to
reduce the activity of PEPC six-fold at saturating light (Echevarria et al., 1994).
In photosynthetic cells it is thought that the pH of the cytosol is different in illu-
minated and darkened leaves (see Kurkdjian and Guern, 1989; Raghavendra
et al., 1993). Recent studies using mesophyll protoplasts prepared from leaves of
the CAM plant Kalanchoe daigremontiana by Hafke et al. (2001) strongly
suggest that in the day the pH of the cytosol decreases by 0.3 pH units and that
the concentration of malic acid in the cytosol increases by about 10 mM. This
would greatly inhibit PEPC activity. In addition, it is possible that PEPC kinase
is responsible for phosphorylation of both PEPC and PEPCK in this tissue, and
that changes in intracellular pH are a component of the signal transduction
pathway, leading to changes in the abundance of mRNA for this kinase. Changes
in cytosolic pH are an important second messenger in a number of systems (see
Kurkdjian and Guern, 1989; Sakano, 2001).

2. Vertebrates

In mammals there are two forms of PEPCK, one of which is located in the mito-
chondria and the other in the cytosol, and it is possible that any mechanisms
used to rapidly modulate their activity might differ. The most important mecha-
nism that sets the level of activity of cytosolic PEPCK in mammalian tissues is
changes in the abundance of the protein (see Hanson and Reshef, 1997).
However, other mechanisms may bring about a more rapid change in its activity.
Under some circumstances a change in concentration of OAA and/or an alter-
ation of the ratio of ATP to ADP might be important in changing flux through
PEPCK (Utter and Kolenbrander, 1972). A range of metabolites were found not
to act as effectors of the enzyme (Utter and Kolenbrander, 1972), although more
recently a-ketoglutarate has been reported to act as a competitive inhibitor
(Titheradge et al., 1992).

PEPCK from all organisms requires two cations, millimolar concentrations of
one being required because a metal ion—nucleotide is the substrate. This ion is
normally Mg?* in vivo. Micromolar concentrations of a second cation, thought to
be Mn?* in vivo, are required to bind within the active site, and this ion plays a
role in the catalytic mechanism of the enzyme (for a review, see Matte et al.,
1997). Nowak et al. (1986) and Schramm et al. (1986) discuss the possibility
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that changes in the Mn?* concentration could act to regulate the activity of mito-
chondrial and cytosolic PEPCK. This could be achieved by the release of Mn**
from intracellular compartments, similar to the well-known release of Ca*.
Maggini et al. (1993) suggested that this was unlikely, at least for the cytosolic
enzyme, because of its insensitivity to physiological changes in Mn** concentra-
tions in an assay which simulated physiological conditions. Whether regulation
of PEPCK activity occurs in vivo by changes in Mn?** (or other metal ions)
concentration remains unknown.

The catalytic activity of PEPCK in vitro is very susceptible to loss of activ-
ity, which often results from oxidation of —SH groups. Activity can be restored
in vitro by certain treatments. It has been suggested that certain proteins, such
as ferroactivators, permit Fe?* ions to activate cytosolic PEPCK, possibly by
maintaining critical cysteine residues at the active site in a reduced state in vivo
(Bentle et al., 1976; Bentle and Lardy, 1977). Subsequent studies were per-
formed in which a number of ferroactivators were purified and identified, for
example, catalase and phosphoglycerate mutase were identified as ferro-
activators (see Hanson and Patel, 1994). The physiological importance of
ferroactivators, other proteins, or another unknown mechanism that brings
about changes in the oxidation state of cysteine residues in vivo, remains
unknown.

Titheradge et al. (1992) proposed a mechanism for the regulation of cytosolic
PEPCK under certain conditions. When liver is exposed to glucagon, the gluco-
neogenic flux increases; however, the concentration of OAA in the cytosol is
maintained at about 15 uM and the concentration of a-ketoglutarate decreases
(Titheradge et al., 1992 and references therein). From a number of detailed
studies, Titheradge et al. (1992) established that a-ketoglutarate is an inhibitor
of PEPCK in vitro, and that the decrease in its concentration in vivo is sufficient
to account for the increased flux through the PEPCK reaction in vivo without a
change in OAA concentration.

In general, mitochondrial PEPCK is always present in some tissues (Hanson
and Reshef, 1997; Modaressi et al., 1998). This raises the problem of how its
activity is coordinated with other metabolic processes. Modaressi ez al. (1998)
suggested that PEPCK might even act as a carboxylase in mitochondria and
serve an anaplerotic role. This would most likely require a low concentration of
OAA in the mitochondria in order to decrease the decarboxylase activity of
PEPCK. In the mitochondria, OAA concentrations are proposed to be lower than
in the cytosol, partly because of the higher ratio of NADH/NAD (see
Newsholme and Start, 1973). In this context, it will be interesting to see whether
mitochondrial PEPCK possesses a higher affinity for CO, than is generally
thought, as was recently proposed for the enzyme from flowering plants (Chen
et al., 2002). The balance between the carboxylase and decarboxylase activities
of PEPCK in mitochondria could then be potentially important in the regulation
of its activity.
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3. Micro-organisms

Nuclear magnetic resonance (NMR) techniques, in combination with strains of
Corynebacterium glutamicum with an altered abundance of PEPCK, have shown
that flux through the PEPCK reaction in vivo under certain conditions is depend-
ent solely on the concentration of OAA (Petersen et al., 2001). This does not
rule out the possibility that, under other conditions, changes in the ratio of ATP
to ADP play a role. The purified enzyme had been found to be reponsive to this
factor in vitro (Jetten and Sinskey, 1993). In C. glutamicum, overall flux between
PEP and OAA was largely determined by a substrate cycle between PEPCK and
PEPC. Similarly, NMR has shown that in E. coli and Bacillus subtilis a futile
ATP-dissipating cycle occurs between PEPC and PEPCK, the magnitude of
which depends on the growth conditions (Sauer et al., 1999). PEPCK from E.
coli is reported to be stimulated by millimolar concentrations of Ca*"; however,
the physiological significance of this is uncertain (Medina et al., 1990).

C. CONCLUDING COMMENTS ON REGULATION

In flowering plants and vertebrates it was generally thought that the reason
PEPCK usually acted as a decarboxylase in vivo was because its affinity for CO,
was very low compared with the concentration of CO, within the cell. However,
PEPCK from flowering plants possesses a high affinity for CO, when assayed
in vitro under conditions that more closely approximate those found within the
cell (Chen er al., 2002). This then raises the question as to what determines
whether PEPCK in flowering plants (and potentially in other organisms), acts as
a carboxylase or decarboxylase in vivo. The answer is likely to be that at a phys-
iological ratio of ATP to ADP (4:1) the carboxylase activity of PEPCK—-ATP is
massively inhibited (see fig. 6 in Urbina, 1987; fig. 3 in Walker et al., 2002). On
the other hand, if the ratio of ATP to ADP is reversed (1:4), then the decarboxy-
lase activity in comparison is much less inhibited (fig. 3 in Walker et al., 2002).
PEPCK-GTP is also inhibited by ATP (Rohrer et al., 1986). It is possible that
PEPCK from many living things shows this response to the ratio of ATP to ADP
under assay conditions that more closely approximate those within the cell. This
then would be an intrinsic property of many PEPCKSs that is essential in biasing
the poise of the reaction in favour of decarboxylation. It will be interesting to
see in in vitro assay, under conditions that more closely approximate those found
within the cell, whether PEPCK from organisms in which it acts as a carboxy-
lase in vivo, show a lower catalytic velocity in the decarboxylase direction at
physiological concentrations of OAA and less inhibition of the carboxylase
activity by ATP.

In all living organisms it is likely that the concentration of OAA in vivo is of
critical importance in determining the direction and magnitude of flux through
the PEPCK reaction. This is because at physiological concentrations of OAA a
small change in its concentration brings about a very large change in the
catalytic velocity of the decarboxylase activity of PEPCK (see fig. 3 in Walker
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et al., 2002). PEPCK from flowering plants is subject to reversible protein phos-
phorylation, the effect of which is to alter the catalytic velocity several-fold at a
given physiological concentration of OAA. Titheradge et al. (1992) proposed
that physiological changes in the concentration of a-ketoglutarate brought about
a 30% change in flux through the decarboxylase reaction of PEPCK at a fixed
concentration of OAA, in liver, under certain circumstances.

Although phosphorylation is one mechanism used by flowering plants to
adjust flux through the PEPCK reaction, other mechanisms are also used. One is
a substrate cycle involving PEPC, which occurs, for example, in leaves of CAM
plants and some bacteria. In the case of CAM plants, both phosphorylation and
the substrate cycle contribute to determining the direction and magnitude of flux
between OAA and PEP. It is possible that in mammals a substrate cycle involv-
ing PEPCK, pyruvate kinase and pyruvate carboxylase serves to alter the direc-
tion of net flux between PEP and OAA (Titheradge et al., 1992, and references
therein). Another possible substrate cycle is that between the carboxylase and
decarboxylase activities of PEPCK itself. This would allow rapid changes in the
direction and magnitude of flux through PEPCK, and does not consume ATP
(unlike a substrate cycle with PEPC), and this could be important in some organ-
isms. The direction and magnitude of net flux out of this cycle is likely to be
very dependent on the concentration of OAA and the ratio of ATP to ADP. This
cycle may occur in leaves of some C4 plants and a number of photosynthetic
CO,-concentrating mechanisms found in algae. This is discussed in detail in
section IX.C.3. Modaressi et al. (1998) suggested that PEPCK might act as a
carboxylase in vertebrate mitochondria in certain situations. It is possible that a
substrate cycle between the carboxylase and decarboxylase activities of PEPCK
plays a key role in regulating the direction and magnitude of flux through the
PEPCK reaction under certain circumstances in vertebrates. The N-terminal
extension that is possessed by the enzyme from flowering plants is not essential
for catalysis (Walker et al., 1995), and appears to be homologous to the
N-terminal region of PEPCK-GTP. It would be interesting to see whether this
part of the protein confers different or regulatory properties on other PEPCKs.

IX. PHYSIOLOGICAL ROLE OF PEPCK

PEPCK is present in plants, animals, fungi, protoctists and bacteria. In unicellu-
lar organisms its abundance is greatly changed by environmental factors, and in
multicellular organisms PEPCK is localised in certain tissues in which its
abundance often changes in response to both the development and the physio-
logical status of the organism. The abundance of PEPCK is often high, between
about one part in 100 and one part in 300 of total protein. PEPCK is involved in
a number of different metabolic processes for several reasons. Firstly, PEP and
OAA occupy a central position in metabolism, and the partitioning of carbon
skeletons between them by the action of PEPCK is potentially important in the
interconversion of sugars, organic acids, amino acids, aromatic compounds and
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lipids. Secondly, in some situations, such as anaerobiosis, PEPCK may act as a
carboxylase and both synthesise ATP and provide OAA for fermentation reac-
tions. Thirdly, the provision of CO, by the decarboxylase activity of PEPCK for
photosynthesis is important in some organisms. Fourthly, the conversion of
OAA to pyruvate, by PEPCK and pyruvate kinase, consumes a proton. The syn-
thesis of pyruvate from glucose by glycolysis produces a proton. This is utilised
in pH homeostasis in some situations. OAA arises from malate or amino acids
imported into the tissue, and the formation of pyruvate from these as opposed to
glucose is likely to be used to counteract decreases in intracellular pH. In some
situations PEP produced by PEPCK may be utilised in gluconeogenesis, which
is also a proton-consuming process.

In multicellular organisms PEPCK is present in a number of cell types, in
many of these — in both vertebrates (Hanson and Patel, 1994; Hanson and
Reshef, 1997 and references therein) and flowering plants (Walker ez al., 1999;
Chen et al., 2000; Walker et al., 2001) — its function is uncertain. In most types
of cell in multicellular organisms, the pathways used by central metabolism and
the amount of flux through each branch are uncertain. This is partly a result of
difficulties in studying cell-specific metabolism unless a cell type is highly
enriched in certain tissues or large amount of the cell type can be purified, and
because of the considerable amount of work needed to perform detailed investi-
gations of a large number of different types of cell. A further complexity is that it
is likely that the pathways used differ between species, stage of development
and physiological condition of the organism. However, it is possible by consid-
ering the diverse functions of PEPCK in living organisms that information
obtained studying one group of organisms might provide valuable clues to its
function in another.

A. GLUCONEOGENESIS

1. Vertebrates

The role of PEPCK in gluconeogenesis in vertebrates has been discussed in
detail. Therefore this topic will be considered only briefly and the reader is
referred to Utter and Kolenbrander (1972), Hanson and Mehlman (1976) and
Hanson and Patel (1994). Following the discovery of PEPCK in liver (Utter and
Kurahashi, 1953) a number of studies in the 1960s and early 1970s established
that its function was in gluconeogenesis. Firstly, PEPCK is present in large
amounts in tissues in which gluconeogenesis occurs and it is absent or at low
abundance in many non-gluconeogenic tissues. Secondly, the abundance of the
enzyme changes greatly in response to dietary or hormonal manipulation, and in
these its abundance is correlated with the magnitude of the gluconeogenic flux.
Thirdly, studies with microbial systems showed that mutants lacking PEPCK
could not grow on gluconeogenic substrates, but could if glucose was present
(Utter and Kolenbrander, 1972 and references therein).
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In vertebrates, the liver and kidney are the main sites of gluconeogenesis.
However, the amount of gluconeogenesis that occurs in the kidney is dependent
on the species. In the kidney, gluconeogenesis occurs in response to acidosis
and can also be viewed as a mechanism used to consume protons arising from
the export of NH; into the urine. In the urine, NH; buffers protons during acido-
sis. NH,* is produced from the deamination of glutamine and glutamate in the
cells of the proximal tubule; NH; then diffuses through the plasma membrane
into the urine, leaving behind protons in the proximal cell, which must be
removed (Ganong, 1977; Tanner, 1978; Silbernagl and Scheller, 1986). Proton
consumption is achieved by subsequent metabolism of the a-ketoglutarate
arising from deamination reactions. The a-ketoglutarate can either be used in
gluconeogenesis or the OAA produced from it can be converted to pyruvate
which is utilised by the Krebs cycle; both alternatives utilise PEPCK and are
proton-consuming processes. The alternative used depends on the species
(Hanson and Patel, 1994). The reason why these processes consume protons is
discussed in detail in section IX.F.

Lactate is produced continuously by some cells, such as red blood cells in
humans, and intermittently in large amounts by muscle during exercise.
Mitochondrial PEPCK is important in the conversion of lactate to sugars. The
reason that mitochondrial and not cytosolic PEPCK is often used in gluconeoge-
nesis from lactate is because the conversion of lactate to pyruvate in the cytosol
by lactate dehydrogenase produces NADH, which is used by glyceraldehyde-
3-phosphate dehydrogenase in gluconeogenesis. If NADH is not produced in this
way, for example, when gluconeogenesis from amino acids occurs, then malate
synthesised from pyruvate is exported from the mitochondria and converted to
OAA in the cytosol, which generates NADH; OAA is then metabolised by
cytosolic PEPCK. The abundance of cytosolic PEPCK, unlike, in general, that of
mitochondrial PEPCK, changes greatly in response to factors such as diet and
hormones. The proportion of cytosolic to mitochondrial PEPCK in the liver of
different species and at different stages of development correlates with how
much lactate is produced. For example, birds produce lots of lactate during flight,
and contain predominantly mitochondrial PEPCK in the liver (for a review see
Hanson and Patel, 1994). Similarly, in fish, Suarez and Mommsen (1987) have
proposed that PEPCK is important in gluconeogenesis in the livers of rainbow
trout and Atlantic salmon, in which the enzyme is entirely mitochondrial
(Mommsen et al., 1985; Mommsen, 1986). Many fascinating adaptations of the
Cori cycle (transport of lactate from muscle to the liver, gluconeogenesis in the
liver and movement of sugar to the muscle) are found in different vertebrates,
and in some of these gluconeogenesis may occur to some extent in the muscle
(see Hochachka, 1982). In true herbivores the alimentary tract is modified so that
passage of food is delayed and in those specialised structures micro-organisms
digest plant components such as cellulose. In ruminants such as cattle, large
amounts of propionate and lactate are produced by micro-organisms by anaero-
bic fermentations in the rumen (a specialised stomach). These are the major
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source of energy for these animals, and after absorption into the blood are con-
verted to sugars by gluconeogenesis in the liver (Newsholme and Start, 1973).
The other quantitatively important substrates for gluconeogenesis in vertebrates
are amino acids (Jungas et al., 1992), and glycerol (which arises from fats)
(Newsholme and Start, 1973). These substrates are important, for example,
during fasting or after a meal. The reader is referred to Horton et al. (2002) for
an introduction, and Newsholme and Start (1973) and Hanson and Mehlman
(1976) for detailed accounts of vertebrate gluconeogenesis. It should be noted
that vertebrates do not generally use fatty acids in gluconeogenesis, unlike
plants, fungi and bacteria, because they lack the glyoxylate cycle. An exception
to this gluconeogenesis from propionyl CoA (Horton et al., 2002).

2. Micro-organisms

When many bacteria, fungi and protoctists are grown in the presence of gluco-
neogenic substrates, such as organic or amino acids, and in the absence of
sugars, gluconeogenesis occurs. In the 1960s it was found that mutants of a
number of species that lacked PEPCK could not grow on these gluconeogenic
substrates (Utter and Kolenbrander, 1972 and references therein). However, in
some species, under certain conditions, the absence of PEPCK can be overcome
by an increase in flux through alternative pathways; for example, in E. coli the
pathway used is malic enzyme together with PEP synthase (Goldie and Sanwal,
1980). PEP synthase has not been found in flowering plants. However, it cataly-
ses a similar reaction to that of pyruvate, orthophosphate dikinase — an important
enzyme of the C4 cycle in flowering plants (Hatch and Slack, 1969; Utter and
Kolenbrander, 1972). The function of pyruvate, orthophosphate dikinase
remains uncertain in most tissues in flowering plants, even though it is some-
times present at high abundance (for a review see Matsuoka, 1995). In many
micro-organisms the presence of PEPCK is dependent on the nature of the
culture medium; in the case of some micro-organisms glucose inhibits and glu-
coneogenic substrates enhance the presence of PEPCK. However, this is not an
all or nothing response. In E. coli (Sauer et al., 1999), Bacillus subtilis (Sauer et
al., 1997) and Corynebacterium glutamicum (Petersen et al., 2001) PEPCK is
sometimes present when cultured in the presence of glucose. The presence of
PEPCK depends on a number of factors, such as concentration of glucose and
rate of bacterial growth. NMR techniques have shown that in E. coli and B. sub-
tilis a futile ATP-dissipating cycle occurs between PEPC and PEPCK, the mag-
nitude of which depends on the growth conditions (Sauer et al., 1999). A similar
cycle occurs in C. glutamicum strains that over- or under-expressed PEPCK. In
strains with about a seven-fold increase in PEPCK activity, flux through the
reaction in vivo was only doubled. This effect was due to a decrease in intracel-
lular OAA concentration limiting flux through the PEPCK reaction. In the same
strain, although the amount of PEPC activity was not changed, flux through the
reaction in vivo increased three-fold. This was proposed to be a result of a three-
fold decrease in the amount of pyruvate kinase present, which would be likely to
increase the concentration of PEP, and decrease in the concentration of aspartate,
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an inhibitor of PEPC. Overall, although PEPCK activity was increased several-
fold, little change occurred in overall flux between OAA and PEP. In wild type
C. glutamicum this futile cycle may be important in maintaining the concentra-
tions of the OAA and PEP pools within the cell in the presence of environmental
challenges (Petersen et al., 2001). Similar observations with regard to the ability
of central metabolism to counteract changes brought about by altering the abun-
dance of enzymes have been made in flowering plants; for example, a reduction
in cytosolic pyruvate kinase in tobacco had no detectable effects under normal
conditions. Under low light, however, growth was inhibited (see Dennis et al.,
1997). Similar results have been obtained with citrate synthase and NAD—-malic
enzyme (see Hill, 1997). In general, these observations illustrate the resilience of
central metabolism in counteracting changes brought about by a change in the
abundance of many enzymes, and show that only under certain environmental or
developmental conditions is the ability of the cell to counteract these changes
overcome. These observations also illustrate that when designing experiments to
investigate the effects on metabolism of over- or under-expressing an enzyme in
flowering plants, careful consideration of what is known about microbial
systems should be taken into account.

3. Flowering Plants

In flowering plants gluconeogenesis has been most studied in germinating seeds,
in which amino acids and fats are converted to sugars (see Stewart and Beevers,
1967). Gluconeogenesis occurs in the photosynthetic metabolism of leaves of
CAM plants, in which organic acids accumulated at night in the vacuole are
decarboxylated during the day. The CO, is assimilated in photosynthesis and PEP
or pyruvate is converted to carbohydrate, which is subsequently used in the syn-
thesis of organic acids during the night (Christopher and Holtum, 1996). The con-
version of the lipid and protein components of leaves to sugars for export by
gluconeogenesis has been proposed to occur in senescing leaves; however, this
seems unlikely (Chen et al., 2000). During the ripening of grape and tomato, evi-
dence has been provided that organic acids are converted to sugars by gluconeo-
genesis, which utilises PEPCK (see Ruffner and Kliewer, 1975; Bahrami et al.,
2001). In addition, it is possible that gluconeogenesis from amino/organic acids is
far more widespread than is generally thought in plants and plays a role in the
metabolic regulation of pH (see section IX.F).

Germinating seeds

Seeds contain storage reserves which are used to sustain germination and growth
of the young plant. During and after the germination of many seeds, stored lipid
and carbon skeletons of amino acids are converted to sugars by gluconeogenesis
and then transported to the young plant to sustain its growth. PEPCK was found
in the cotyledons of germinating lupine seeds by Mazelis and Vennesland (1957),
who suggested that it could be involved in the conversion of organic acids to
sugars in some tissues. The finding that the glyoxylate cycle occurred in germi-
nating seeds (Kornberg and Beevers, 1957; Beevers, 1993), together with the



134 R. P. WALKER and Z.-H. CHEN

observations that in these seeds the sugars are synthesised from lipids (Canvin
and Beevers, 1961) and that PEP, rather than pyruvate, is an intermediate in the
synthesis of these sugars (Neal and Beevers, 1960), raised the possibility that
this gluconeogenic flux was catalysed by PEPCK. Evidence for this was pro-
vided by the observations that PEPCK was abundant in the endosperm of germi-
nating castor and that, in this tissue, radiolabelled malate was converted to sugars
(Benedict and Beevers, 1961). This became established as the first known func-
tion of PEPCK in flowering plants. Although many studies were done on the gly-
oxylate cycle and gluconeogenesis in germinating seeds in the 1960s and early
1970s, few studies of PEPCK were performed. Cooper and Beevers (1969)
showed that the abundance of PEPCK was sufficient to account for the gluco-
neogenic flux in castor bean. Thomas and ap Rees (1972) characterised the
changes in abundance of lipid, sugars and some enzymes during the germination
of marrow, and produced an estimate of the rate of gluconeogenic flux. Using
subcellular fractionation techniques evidence was provided that the conversion
of PEP to sugars occurred in the cytosol (ap Rees et al., 1974). Subsequently,
evidence was provided that PEPCK was also located in the cytosol (Leegood
and ap Rees, 1978a). In a similar way to gluconeogenesis in micro-organisms
and liver (Utter and Kolenbrander, 1972 and references therein), flux through the
PEPCK reaction in germinating seeds is altered to a large extent by changes in
the abundance of PEPCK. The abundance of PEPCK in germinating marrow cor-
related with the conversion of lipid to sugars (Leegood and ap Rees, 1978a),
increasing about 40-fold during germination and then declining to very low
abundance or zero. Later work showed that the increase in the abundance of
PEPCK protein matches changes in the abundance of its mRNA (Kim and Smith,
1994). In a similar way to gluconeogenesis in vertebrates (Di Tullio et al., 1974;
Jomain-Baum et al., 1976) and photosynthesis in leaves of PEPCK/NAD-malic
enzyme type C4 plants (Ray and Black, 1976), the inhibitor of PEPCK activity
3-mercaptopicolinic acid was found to inhibit gluconeogenesis (Leegood and
ap Rees, 1978a).

Senescence

In senescing leaves of barley the enzymes of the glyoxylate cycle (isocitrate
lyase and malate synthase) appear (Gut and Matile, 1988). The glyoxylate cycle
produces organic acids from lipids (for the pathway see Horton et al., 2002). It
was suggested that a gluconeogenic flux from lipid occurred (Gut and Matile,
1988). A number of studies confirmed the induction of enzymes of the glyoxy-
late cycle in senescing or starved tissue (see Chen et al., 2000). Kim and Smith
(1994) found that an increase in the abundance of PEPCK mRNA occurred in
senescent cucumber cotyledons; however, they expressed reservations as to
whether it was involved in gluconeogenesis. Nevertheless, it is widely believed
that there is a gluconeogenic flux from lipids to sugars in senescing or starved
leaves or cotyledons which utilise PEPCK (Buchanan-Wollaston, 1997; Dangl
et al., 2000). This is very unlikely (Chen et al., 2000). The observation that
PEPCK mRNA increases in senescing cucumber cotyledons (Kim and Smith,



PHOSPHOENOLPYRUVATE CARBOXYKINASE 135

1994) is probably a result of its persistence in specialised cell types such as tri-
chomes, and a fall in the total mRNA in the cotyledon (Chen et al., 2000). In all
senescing or starved leaves or cotyledons studied, PEPCK was not present,
except in some cases in specialised cells such as trichomes (Chen et al., 2000).
Therefore PEPCK is unlikely to catalyse a gluconeogenic flux in such tissues or
cotyledons. The formation of acetyl CoA by fatty acid breakdown, its use by the
glyoxylate cycle and the conversion of organic acids to sugars, are sometimes
coupled together, as in germinating seeds. If gluconeogenesis is inhibited in ger-
minating seeds, organic acids are metabolised in part by the Krebs cycle
(Trevanion et al., 1995b). Similarly, if the glyoxylate cycle is blocked, acetyl
CoA arising from lipid breakdown is metabolised by the Krebs cycle (Eastmond
et al., 2000).

This raises the question as to the function of the glyoxylate cycle in senescing
leaves. The induction of the glyoxylate cycle enzymes is more related to a star-
vation response than to senescence, because illumination or provision of sucrose
massively inhibits their appearance in senescing tissue (McLaughlin and Smith,
1994; Chen et al., 2000). This is not so straightforward, because the tissue often
still contains sucrose, so the starvation signal may be related to the metabolism
of sugars and not the presence of storage forms (McLaughlin and Smith, 1994).
In yeast (Saccharomyces cerevisiae) the abundance of enzymes of the glyoxylate
cycle is reduced by sugars through a mechanism that involves the phosphoryla-
tion of glucose by hexokinases PI and PII (Rose et al., 1991 and references
therein). Evidence was obtained that this mechanism might operate in plants
(Sheen, 1990). Experiments with protoplasts fed with different analogues of
glucose, one of which is phosphorylated by hexokinase and not further
metabolised, suggested that the starvation response may be linked to the phos-
phorylation of glucose by hexokinase. However, this mechanism is poorly
understood (Graham et al., 1994). Similarly, in bacteria grown on acetate one
function of the glyoxylate cycle is anaplerotic replenishment of the Krebs cycle
(see Dawes et al., 1986). In starved protoplasts there will be a shortage of sugars
and therefore a shortage of PEP, which is the substrate for PEPC — the enzyme
involved in forming OAA for the anaplerotic replenishment of the Krebs cycle.
In this situation the glyoxylate cycle can provide succinate for this anaplerotic
replenisment (Graham et al., 1994). In starved leaves, proteins are broken down,
and many amino acid interconversions occur (Thomas, 1978). In this situation
the glyoxylate cycle is likely to serve the same purpose as in starved protoplasts,
because intermediates from the Krebs cycle may be used in these interconver-
sions, and an anaplerotic replenishment of the Krebs cycle may be required
(Chen et al., 2000). Interestingly, the glyoxylate cycle enzymes are present in
many developing seeds and young leaves, in which their functions are unknown
(Turley and Trelease, 1990; Nieri et al., 1997). In developing seeds one possibil-
ity worth considering is that its presence is a component of a mechanism that
reduces a build-up of CO,. The glyoxylate cycle omits the CO,-releasing
reactions of the Krebs cycle. Removal of CO, from developing seeds by
diffusion could be a potential problem in some situations. In this context Smith
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and ap Rees (1979) showed that even in well aerated soil there was fermentation
in the pea root apex. Some aspects of the build-up of CO, in seeds and fruit are
discussed by Latzko and Kelly (1983) and Blanke and Lenz (1989). It seems
possible that just as plants have developed metabolic adaptations to assist in the
acquisition of CO, for photosynthesis, they may have developed as yet very
poorly understood mechanisms to cope with an overabundance of CO, and a
limited supply of O,.

CAM

In CAM plants, organic acids are decarboxylated during the day to provide CO,
for the synthesis of sugars by photosynthesis. Depending on the species, either
PEPCK or the malic enzymes are responsible for this decarboxylation (Dittrich
et al., 1973). At night these organic acids are synthesised by PEPC. The question
arises as to the fate of PEP and pyruvate produced by decarboxylation in the day
and the source of PEP for the synthesis of organic acids by PEPC at night. The
answer is that PEP and pyruvate are largely converted to sugars by gluconeogen-
esis during the day and sugars converted to PEP at night by glycolysis. The
details of this process are dependent on the species (Christopher and Holtum,
1996).

Fruit

Fruit and their developing seed contain many tissues, and querying the function
of PEPCK in fruit is rather like enquiring as to its purpose in vertebrates or
flowering plants. Detailed immunohistochemistry studies in grape illustrate this
point (Walker et al., 1999; Famiani et al., 2000). In fruit PEPCK is likely to be
a component of a number of metabolic processes. These functions are depend-
ent on the type of fruit and its stage of development. Many fruit accumulate
large amounts of organic acids during development, which are subsequently
dissimilated during ripening. In some fruit gluconeogenesis from stored organic
acids is likely to be one function. However, in at least ripening grape, this glu-
coneogenic flux accounts for a very small amount of the accumulated sugar,
and a substantial proportion of the dissimilated organic acids are used by the
Krebs cycle rather than gluconeogenesis (Ruffner and Hawker, 1977). The key
point to note in ripening fruit is that if malate or citrate enter the Krebs cycle
and no Krebs cycle intermediates leave then there will be a build-up in these
intermediates. The process of cataplerosis, that is the removal of Krebs cycle
intermediates, is necessary. In ripening fruit PEPCK and malic enzyme fulfil
this function. For many decades, there have been many studies of the content
and type of organic acid in fruit during development (for a review see Ulrich,
1970), but, a great many aspects of the related enzymology remain unknown.
PEPC is known to be important in the synthesis of organic acids in many fruit
(Ruffner, 1982; Moing et al., 2000). In ripening fruit, dissimilation of organic
acids may be brought about by the malic enzymes and/or PEPCK. However,
their relative contributions in the dissimilation of organic acids in different fruit
is uncertain.
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PEPCK was first found in fruit, the squash, by Mazelis and Vennesland
(1957). The first detailed study of PEPCK in fruit was by Ruffner and Kliewer
(1975), who found about 15 wmol h™! g (fresh wt)™!. Similarly, Blanke et al.
(1988) reported that PEPCK was present in apple, kiwi fruit and aubergine. In
grape there is a large decline in malate during ripening, which coincides with the
accumulation of sugars (Ruffner and Hawker, 1977; Ruffner, 1982; Famiani et
al., 2000 and references therein). In the 1960s, “C feeding of grapes showed
that malate was converted to sugars by gluconeogenesis (Ruffner and Kliewer,
1975, and references therein). More rigorous studies, which employed the
malate precursor, fumarate-2,3-!4C, in order to reduce label in sugars arising
from photosynthetic reassimilation of CO, released from the C4 or C1 positions
of malate, supported the idea of a gluconeogenic flux. Further support for gluco-
neogenesis was provided by the observation that the incorporation of radiolabel
into sugars correlated with the rate of dissimilation of organic acids during
development (Ruffner et al., 1975). The fact that the abundance of PEPCK
measured by Ruffner and Kliewer (1975) did not correlate with organic acid dis-
similation is partly due to the fact that seeds were not removed from the berry,
and these contain substantial PEPCK activity (Walker et al., 1999). In grape the
rate of dissimilation of organic acids is about 0.3 umol h™' g (fresh wt)~! and the
amount of PEPCK is about 9 wmol h™! g (fresh wt)~!. Overall Ruffner and his
co-workers provided strong evidence that gluconeogenesis from organic acids
occurred in grape. However, it must be stressed that the contribution of gluco-
neogenesis to sugar accumulation during ripening of grape is at most 5%
(Ruffner and Hawker, 1977). In tomato, a similar picture has emerged; radio-
labelling studies showed that gluconeogenesis from organic seeds occured
(Farineau and Laval-Martin, 1977; Halinska and Frenkel, 1991). During the
ripening of tomato there is a decline in both organic acids, cytosolic NADP-
malic enzyme and mitochondrial NAD-malic enzyme (Knee and Finger, 1992;
Bahrami et al., 2001). In contrast, PEPCK mRNA, protein and activity appeared
at the onset of ripening. In tomato the dissimilation of organic acids is about
0.05 wmol h™! g (fresh wt)™! and the amount of PEPCK is about 4 umol h™! g
(fresh wt)™!. In comparison, in the cotyledon of germinating marrow the rate of
gluconeogenesis is about 3.6 umol h™! g (fresh wt)™! and the activity of PEPCK
is about 420 wmol h™' g (fresh wt™). However, it should be noted that these
cotyledons contain about 50 mg protein g (fresh wt)™' and that tomato flesh con-
tains 1 mg protein g (fresh wt)™! (Knee and Finger, 1992). This is because many
fruit possess large cells, a substantial proportion of which is vacuole. It should
be noted that in grape and tomato the malic enzymes are also important in the
dissimilation of organic acids during ripening. The relative importance of each is
uncertain and is likely to depend on a number of environmental and physiologi-
cal factors. For example, in grape an increase in temperature from 20 to 30°C
reduces the conversion of malic acid to sugar, which is associated with an
increase in respiration (Ruffner and Kliewer, 1975; Ruffner, 1982).

A detailed study of the abundance of PEPCK in different fruit throughout
development was perfomed recently (Walker et al., 1999; Famiani et al., 2000).
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This study suggests that the situation in many fruit is more complex than in
tomato. Immunoblots of SDS-PAGE gels were used to support measurements of
PEPCK activity. In addition, in grape, immunohistochemistry studies were done in
conjunction with dissection of different parts of the fruit in which enzyme abun-
dance was measured by activity assay and immunoblots. In grape PEPCK is often
abundant in certain cell types, such as the vasculature (Famiani et al., 2000). In
these it may play a role in the regulation of intracellular pH, which is discussed in
section IX.F. More PEPCK was present in the flesh of ripe orange, pineapple,
cherries, plums, peach and blueberries (about 0.3 wumol min! g (fresh wt)™! (R. P.
Walker, unpublished observations) than in grape and tomato. PEPCK was not
detected in the flesh of ripe apples, pears, banana, raspberries and strawberries. In
different fruit PEPCK appears at different times during their development, and in
many it appeared before ripening. In plum and cherry, PEPC declines greatly in
the flesh before a large proportion of the organic acids have accumulated.
Concomitant with the decline of PEPC, PEPCK appeared in the flesh; therefore,
the presence of PEPCK and not PEPC correlates with the appearance of organic
acids in some situations (R. P. Walker and F. Famiani, unpublished observations).
The amount of PEPCK activity that appeared was similar to that of the PEPC that
disappeared. In addition, the appearance of PEPCK occurred at the same time as a
rapid decline in photosynthetic enzymes, for example RuBisCO. Similarly, in
peach flesh the accumulation of organic acids does not always correlate with
PEPC protein or activity; however, changes in the abundance of PEPCK were not
investigated (Moing et al., 2000). PEPCK is also present in peach and shows a
similar developmental pattern to cherry and plum (R. P. Walker and F. Famiani,
unpublished observations). Fruit are bulky structures, and the environment inside
them might present some unusual challenges for metabolism. For example, the
supply of oxygen and removal of CO, by diffusion might under some circum-
stances present a problem. If the tissues are photosynthetic then this would help to
alleviate this problem. It is widely believed that in some fruit a portion of CO,
released by the Krebs cycle is refixed by PEPC (Latzko and Kelly, 1983; Blanke
and Lenz, 1989). It might be no coincidence that in plum and cherry, PEPCK
appearance is correlated with the substantial decline in RuBisCO. A possibility is
that PEPCK is important in the synthesis of organic acids in some fruit. This is not
anew idea, and has been suggested by Mazelis and Vennesland (1957), and, in the
case of grape, by Ruffner and Kliewer (1975). It is worthwhile exploring this
possibility a little further.

It is generally believed that PEPC is responsible for the anaplerotic replenish-
ment of the Krebs cycle in flowering plant tissues. While this may be true for a
large number of tissues and situations, for others it is unlikely. In at least some
starved tissue this role is likely to be fulfilled by the glyoxylate cycle (Graham
et al., 1994; Chen et al., 2000). In some tissues and situations it is possible that
PEPCK acts as a carboxylase, and a proportion of the OAA so produced is used by
the Krebs cycle. The question arises as to why PEPCK should be used in this way.
A comparison of the reactions catalysed by PEPC and PEPCK shows that, unlike
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PEPC, the reaction catalysed by PEPCK is reversible and produces ATP.
Comparative biochemistry reveals that in a wide range of different organisms
PEPCK often acts as a carboxylase in anaerobic fermentations. This may be
because, unlike PEPC, the PEPCK reaction produces ATP. Mazelis and
Vennesland (1957) suggested ‘that in many, if not all, plant tissues, malate should
be regarded as the natural end-product of the anaerobic phase of carbohydrate
breakdown, analogous to lactate in muscle and ethanol in yeast’. While in many
tissues, such as roots deprived of oxygen, this is not true, in some fruit it is. In
roots deprived of oxygen, for example, it is important to avoid the problem of
intracellular acidification and, towards this end, malate is consumed rather than
produced (Sakano, 2001), and PEPCK is not induced in roots under these condi-
tions (Smith, 1985). However, fruit are very different to roots — acidification is not
a problem because fruit can accumulate malate, and the protons produced during
its synthesis, in the vacuole. Fruit may synthesise malate, a process that does not
require oxygen and consumes CO,, and, by utilising PEPCK in this process, can
produce ATP. Another important feature of the PEPCK reaction is that it is
reversible, and in some situations this may be very useful as a method of regulat-
ing the direction of net flux through the reaction. A critical factor in vivo in deter-
mining the direction of net flux through the PEPCK reaction is likely to be the
concentration of OAA. For example, if there is a lack of O, then this might lead to
a higher NADH/NAD ratio (Dennis et al., 1997); this may then lower the cytosolic
concentration of OAA (because of the equilibrium position of the malate dehydro-
genase reaction [malate] x [NAD] = constant x [OAA] x [NADH]). If the concen-
tration of OAA falls, then this will enhance the carboxylase activity of PEPCK, so
that more ATP is produced and CO, is consumed. If O, was not limiting, then the
net flux through the PEPCK reaction could be biased towards PEP production and
gluconeogenesis. The use of PEPCK in this way would enable metabolism to
respond rapidly to the concentration of O, and CO, within the fruit. Therefore, in
fruit, there may be a balance between the supply of O, and removal of CO, and the
requirement to produce ATP and NADP(H). This may be a key point in under-
standing organic acid metabolism in fruit. It is well known that many cultivars of a
number of commercially grown fruit possess very different contents of organic
acids. It would be interesting and easy to screen ripe fruit of these cultivars to see
if any lacked PEPCK. The availability of such a mutant would be very useful in
studying the function of PEPCK in fruit metabolism. An interesting point worthy
of further consideration is that a number of types of plant cells possess the ability
to induce large amounts of PEPCK in response to factors such as low light inten-
sity and/or O, supply (Z.-H. Chen, R. P. Walker, unpublished observations).

B. GLYCERONEOGENESIS

The specific activity of PEPCK is higher in white adipose tissue than in liver. A
number of lines of evidence support the proposal of Ballard e al. (1967) that
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PEPCK functions in the generation of 3-glycerophosphate from lactate or pyru-
vate in this tissue. Fatty acids and 3-glycerophosphate are used to form triglyc-
erides (Hanson and Patel, 1994, and references therein). Glyceroneogenesis is
important in adipose tissue and liver during fasting when the availability of
glucose is low.

C. PHOTOSYNTHETIC CO,-CONCENTRATING MECHANISMS

In considering this aspect of the metabolic role of PEPCK it is important to
consider the different habitats in which photosynthetic organisms live. Some
interesting aspects of the marine environment are described in Levinton
(2001). The acquisition of CO, is essential for photosynthetic organisms. For
land plants the availability of water may present problems with regard to the
acquisition of CO,. Land plants usually obtain CO, from the atmosphere,
which enters the plant by diffusion through pores such as stomata. However,
loss of water vapour by diffusion through stomata is a problem when acquisi-
tion of water is limiting. Many plants live in habitats such as deserts, or saline
soils, or as epiphytes on trees, in which water supply may present problems.
There are number of adaptations that decrease water loss associated with
the acquisition of CO,, for example, C4 photosynthesis and CAM. These
have evolved on many occasions in different families of flowering plants
(Ehleringer and Monson, 1993). About 10% of land plant species possess these
adaptations, of the 250 000 species of land plant there are about 2500 species
which are C4 and 25 000 species which are CAM (see Johnston and Raven,
1986). It should be noted that about 20 species of flowering plant, known as
C3-C4 intermediates, possess a different CO,-concentrating mechanism;
however, PEPCK is not known to function in these. RuBisCO is the enzyme
ultimately responsible for incorporation of CO, into sugars by the Benson—
Calvin cycle in plants and algae. However, this enzyme can use O, instead of
CO, as a substrate (the oxygenase activity may be a consequence of the
enzyme having evolved at time when the earths atmosphere did not contain O,
(Walker, 1992)). A metabolic pathway, photorespiration, deals with the prod-
ucts of the oxygenase activity. High light intensity and temperature — often
characteristics of the habitats of C4 and CAM plants — increase the oxygenase
activity of RuBisCO relative to its carboxylase activity. C4 and CAM reduce
photorespiration by increasing the concentration of CO, at the site of its
fixation by RuBisCO (for a detailed account, see Walker 1992; Leegood, 1993;
Canvin and Salon, 1997). PEPCK is often a component of the C4 and CAM
mechanisms. Another situation in which photorespiration and the acquisition
of CO, may be a problem is the aquatic environment, both because of the slow
diffusion of O, and CO, in water and their concentration in some habitats
(Bowes, 1985; Keeley, 1996). In contrast to land plants, the majority of
aquatic species possess some form of mechanism to concentrate inorganic
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carbon (Raven, 1984). These mechanisms may involve the uptake of bicar-
bonate by a membrane carrier, and/or involve the synthesis and dissimilation
of organic/amino acids. For example, in the aquatic flowering plant Hydrilla
verticillata, the synthesis of organic acids in the cytosol utilising PEPC; their
subsequent transport into the chloroplast; and decarboxylation by NADP-
malic enzyme, act as a CO,-concentrating mechanism (Magnin et al., 1997).
In the aquatic environment a number of algae utilise PEPCK as a component
of the mechanisms which alleviate these problems.

1. C4 Plants

In most C4 plants, of which maize is a well-known example, CO, is fixed into
dicarboxylic acids in the mesophyll cells of the leaf. Malate and/or amino acids,
produced by transamination, diffuse into a layer of cells underlying the meso-
phyll called the bundle sheath. In these, decarboxylation occurs and CO, enters
the Benson-Calvin cycle (for reviews see Hatch, 1987; Edwards et al., 2001).
PEPC is responsible for the fixation of CO, in the mesophyll and, depending on
the species, PEPCK and/or chloroplastic NADP-malic enzyme and/or mito-
chondrial NAD-malic enzyme is responsible for decarboxylation in the bundle
sheath. C4 plants were classified into three types: the PEPCK, NAD-malic
enzyme and NADP-malic enzyme types, on the basis of the enzyme used to
decarboxylate C4 acids in the bundle sheath (Gutierrez et al., 1974; Hatch
et al., 1975; for a historical account see Hatch, 1999). However, this is an over-
simplification, and there is at least one further type, and possibly two. One is the
PEPCK/NADP-malic enzyme type, an example being maize (Walker et al.,
1997; Furumoto et al., 1999; Wingler et al., 1999), the other potentially is an
NADP-malic enzyme/NAD-malic enzyme type. It should be noted that
Gutierrez et al. (1974) first provided evidence for the existence of these further
two classes. However, subsequent work led to the widely held view that there
are three main types of C4 plants.

PEPCK/NAD-malic enzyme type

PEPCK was first found in leaves of C4 plants by Edwards et al. (1971), who
proposed that it acted as a decarboxylase in the bundle sheath. Leaves of these
C4 plants typically contain about seven units of PEPCK per gram fresh weight
(one unit = 1 wmol min~' of substrate converted to product at 25°C, and under
other conditions in in vitro assay in which maximum activity is measured).
NAD-malic enzyme was also found to be present in this group of C4 plants
(Gutierrez et al., 1974). The C4 pathway in this group was established by a
number of studies over many years (Hatch er al., 1975; Hatch and Kagawa,
1976; Ray and Black, 1976; Hatch and Mau, 1977; Rathnam and Edwards,
1977; Smith et al., 1982; Chapman and Hatch, 1983; Smith and Woolhouse,
1983). A key finding was that both PEPCK and the mitochondrial NAD-malic
enzyme contribute to C4 acid decarboxylation in the bundle sheath, and that
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ATP for the PEPCK reaction is provided by oxidative phosphorylation, using
NADH provided by the action of NAD-malic enzyme (Burnell and Hatch,
1988a,b). Subsequent studies further characterised the role of mitochondrial
metabolism in providing ATP for the PEPCK reaction (Carnal et al., 1993;
Agostino et al., 1996). For details of the C4 pathway in these plants the reader is
referred to Burnell and Hatch (1988b).

PEPCK/NADP—-malic enzyme type

Large amounts of PEPCK are also present in some members of the group
thought only to use NADP-malic enzyme as a decarboxylase. One such plant is
maize, whose leaves contain about 3.5 units of PEPCK per gram fresh weight
(one unit = 1 umol min™! of substrate converted to product at 25°C, and under
other conditions in in vitro assay in which maximum activity is measured)
(Walker et al., 1997). PEPCK was first reported to be present in maize seedlings
by Mazelis and Vennesland (1957). However, Slack and Hatch (1967) could not
detect PEPCK in maize. Gutierrez et al. (1974) reported that some members of
the NADP-malic enzyme group contained PEPCK activity, which varied from
about 20% of that of NADP-malic enzyme to about 3% in maize, and it was
suggested that PEPCK could also contribute to decarboxylation in some
members of this group. The problem with measuring PEPCK in extracts of
maize leaves is that in in vitro assay large amounts of ADP-independent car-
boxylation of PEP occur. This makes it very difficult to detect PEPCK activity,
and it is almost impossible to show reliably that it is present in crude extracts,
unless the extraction and assay procedures are modified. However, the availabil-
ity of a specific antiserum solved this problem, and PEPCK was found to be
abundant in maize leaves (Walker et al., 1997). Once its presence was known,
subsequent refinement of extraction and assay showed that maize leaves contain
large amounts of PEPCK activity — about 30% of the activity of NADP—malic
enzyme — and in these it was proposed to act as a decarboxylase in the bundle
sheath (Walker et al., 1997; Furumoto et al., 1999). In maize, a detailed study
had shown that about 25% of CO, fixed in the mesophyll was transferred to the
bundle sheath as aspartate, which was then transaminated by mitochondrial
aspartate aminotransferase (Chapman and Hatch, 1981 and references therein).
However, because it was not known that PEPCK was present, the OAA so pro-
duced was proposed to be converted to malate by malate dehydrogenase and
decarboxylated by chloroplastic NADP—malic enzyme. Wingler et al. (1999)
showed that the OAA produced from aspartate is decarboxylated by PEPCK.
However, our understanding of the C4 cycle in maize is still far from complete.
For example, if aspartate is metabolised by aspartate aminotransferase in the
mitochondria, as proposed, then what prevents the OAA so produced from being
converted to malate by malate dehydrogenase, which is reported to be present in
these mitochondria (Chapman and Hatch, 1981)? In PEPCK/NAD-type C4
grasses, ATP for the PEPCK reaction is provided by the action of mitochondrial
NAD-malic enzyme and subsequent oxidative phosphorylation, but this does
not appear to occur in maize because this enzyme seems to be at low abundance.
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Although this requires further detailed study for confirmation, it raises the ques-
tion as to the source of ATP for the PEPCK reaction.

Is there a NADP/NAD-malic enzyme type C4 plant?

Gutierrez et al. (1974) and Rathnam and Edwards (1975) reported that a
number of NADP-malic enzyme type plants also contained NAD-malic
enzyme. Subsequent studies led to the widely held belief that the activity attrib-
uted to NAD-malic enzyme was in fact that of NADP-malic enzyme (Hatch
et al., 1982). However, it may be extremely difficult to distinguish between the
different forms of malic enzyme on the basis of the properties of their activity.
When leaf extracts are subjected to SDS—PAGE and blots probed with an anti-
serum to NAD-malic enzyme (Murata et al., 1989) similar amounts of signal
are seen in extracts of ‘NADP—malic enzyme’ dicots, but not in ‘NADP-malic
enzyme’ monocots, as is seen in PEPCK/NAD-malic enzyme types (Fig. 3).
This suggests that C4 dicots that use NADP—-malic enzyme also contain large
amounts of NAD-malic enzyme. Some practical points should be noted. In our
hands the antiserum raised against NAD-malic enzyme from Amaranthus
hypochondriacus (Long et al., 1994) recognises both NAD- and NADP-malic
enzyme, these proteins show about 40% sequence identity (Long et al., 1994).
It is unlikely that the signal shown in Fig. 3 is a cross-reaction with NADP-
malic enzyme, because this antiserum does not recognise NADP—malic enzyme
in C4 monocots and recognises NAD-malic enzyme in leaves of both C3 plants
and C4 NAD-malic enzyme type monocots and dicots. A potentially important
point is that at least some C4 dicots that use NADP-malic enzyme contain sub-
stantially higher activities of asparatate and alanine aminotransferase in the
bundle sheath than monocots that use NADP—malic enzyme (Meister et al.,
1996). In addition, in Flaveria bidentis, a C4 dicot that uses NADP-malic
enzyme, large amounts of aspartate are transported to the bundle sheath
(Meister et al., 1996). This is potentially significant because NAD-malic
enzyme-type plants transport mainly aspartate to the bundle sheath (Hatch
et al., 1975). We present these data because of their potential significance and
feel that this possibility is worthy of further consideration. If this observation is
substantiated then there would be five types of C4 photosynthetic mechanism:
those which use only NADP-malic enzyme, those which use only NAD-malic
enzyme, those which use a combination of both malic enzymes, those which
use PEPCK and NADP-malic enzyme, and those which use PEPCK and
NAD-malic enzyme. No C4 plant has so far been shown to use all three decar-
boxylases, and none to use only PEPCK. The latter is an interesting point
because CAM plants that use PEPCK as a decarboxylase are often reported to
possess as much malic enzyme as those which use malic enzyme as the sole
decarboxylase (Christopher and Holtum, 1996).

2. CAM Plants
A number of plants accumulate organic acids during the night and dissimilate
them during the day. In the late 1940s and 1950s an important part of the
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Immunoblot NAD- malic enzyme
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Fig. 3. Immunoblot analysis of NAD-malic enzyme in C4 plants. Extracts of leaves
were subjected to SDS-PAGE and immunoblotting. Electrophoretic techniques were
performed as described by Walker and Leegood (1996). PEPCK/NAD-malic enzyme
type: 1 = Chloris gayana; 2 = Panicum maximum. PEPCK/NADP-malic enzyme type:
3 = maize (Zea mays). NADP-malic enzyme monocots: 4 = Sorghum vulgare; 5 = sugar
cane (Saccharum officinarum). NAD-malic enzyme type monocot: 6 = Panicum
miliaceum. ‘NADP-malic enzyme type’ dicots: 7 = Flaveria bidentis; 8 = Gomphrena
globosa.

mechanism responsible was elucidated (see Walker, 1992). In the leaves of many
CAM plants, the stomata open at night, CO, then enters the leaf and is fixed into
organic acids by PEPC. These organic acids are accumulated in the vacuole.
During the day, the stomata close and organic acids leave the vacuole, these
acids are decarboxylated and the CO, released then enters the Benson—Calvin
cycle. This mechanism reduces water loss because more water vapour passes
through the stomata during the day when temperatures are higher (Ting, 1985).
In 1973 Dittrich et al. found that PEPCK is present at high abundance in the
leaves of many CAM plants, and showed that CAM plants can be divided into
two types based on whether PEPCK or the malic enzymes are used to decar-
boxylate organic acids. Many plants grown in the home, such as Aloe, Hoya and
bromeliads are PEPCK-type CAM plants. In leaves of some CAM plants, such
as Clusia rosea, the activity of PEPCK is about 4 units per gram fresh weight
(Borland et al., 1998) (one unit = 1 wmol min~! of substrate converted to product
at 25°C and under other conditions in in vitro assay in which maximum activity
is measured). Subsequent studies confirmed that PEPCK is widely used as a
decarboxylase in CAM (Black et al., 1996; Christopher and Holtum, 1996, and
references therein). In some species different parts of the CAM pathway occur in
different tissues (Nishio and Ting, 1987), and in others PEPCK and the CAM
pathway are induced by environmental conditions such as drought (Liittge,
1996; Borland ef al., 1998).

3. Aquatic Photosynthetic Organisms

PEPCK is present in a number of algae. In some it is a component of a mecha-
nism involved in the acquisition of CO,/reduction of photorespiration; in others
it has additional or different functions. The algal groups are a diverse phylo-
genetic group and are thought to have diverged early in evolution, during the
evolution of the protoctista (Margulis and Schwartz, 1998). Flowering and other
plants such as mosses, ferns and conifers are thought to have evolved from the
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green algae. For an introductory account of the biology of these groups the
reader is referred to Raven ef al. (1992).

Chlorophyta (green algae)

The green algae are a diverse group which contains at least 7000 species, and,
although mainly aquatic, some live in other habitats such as on tree trunks and in
the soil. Substantial amounts of PEPCK—ATP have been found in Udotea
flabellum, a green seaweed (Reiskind et al., 1988). A detailed study of photosyn-
thetic carbon metabolism strongly suggested that PEPCK is a component of a
CO,-concentrating mechanism. This algae contained large amounts of PEPCK,
which was five times higher than the rate of photosynthesis. A reworking of the
data would suggest 1-3 units of PEPCK per gram fresh weight (one unit =
1 umol min™' of substrate converted to product at 25°C, and under other condi-
tions in in vitro assay in which maximum activity is measured). However, the
activity of other carboxylases and decarboxylases was low (Reiskind et al.,
1988). Large amounts of malate and aspartate were labelled in illuminated tissue,
which was inhibited by the inhibitor of PEPCK 3-mercaptopicolinic acid. This
suggested that PEPCK was acting as a carboxylase. On the other hand CO, for
photosynthesis could be provided by malate as the only source of carbon, and this
ability was inhibited by 3-mercaptopicolinic acid. This suggested that PEPCK
could also act as a decarboxylase in vivo. This raised the possibility that PEPCK
acts as a carboxylase in the cytosol, and a decarboxylase in the chloroplast
(Reiskind and Bowes, 1991). However, a subsequent immunohistochemistry
study suggested that PEPCK was only present in the cytosol (Reiskind and
Bowes, 1995). A possible explanation for these observations is as follows.
PEPCK is located in the cytosol, in which it can act as a carboxylase or decar-
boxylase. A futile cycle exists between the carboxylase and decarboxylase activi-
ties. The direction of net flux out of the cycle is largely dependent on the
concentration of cytosolic OAA and the ATP to ADP ratio. Factors that increase
OAA concentration in the cytosol, such as cytosolic malate concentration and an
increase in NAD/NADH ratio, would enhance the decarboxylase activity. The
physiological relevance of this mechanism would be to assist in the acquisition of
inorganic carbon from sea-water and to provide a constant high supply of CO, for
photosynthesis. A similar mechanism might also be present in brown algae.

Rhodophyta (red algae)

There are about 4000 species of red algae, most are multicellular and marine,
living attached to rocks. PEPCK—ATP has been reported in some red seaweeds;
however, its function is unknown (Holbrook et al., 1988; Israel et al., 1991).

Dinomastigota (dinoflagellates)

Most dinoflagellates are unicellular organisms; there are about 2100 species
which are members of plankton in the sea and fresh water. Some species are
heterotrophic. Dinoflagellates have been found to contain pyruvate carboxylase
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(Appleby et al., 1980) and PEPCK-ATP (Descolas-Gros and Oriol, 1992). A
heterotrophic species was reported to fix inorganic carbon by PEPCK in the dark
(Descolas-Gros and Oriol, 1992).

Euglenophyta

There are about 1000 species of euglenoids and these occur in fresh water, and
all are unicellular, apart from one colonial genus. About one-third are
autotrophic and the rest heterotrophic. They may have arisen from the incorpora-
tion of green algae into a zoomastigote protozoan (Raven et al., 1992). Perhaps
for this reason Euglena gracilis contains PEPCK-GTP and not PEPCK-ATP
(Ponsgen-Schmidt et al., 1988). The abundance of PEPCK in E. gracilis is
greatly altered by culture conditions, and is substantially increased in het-
erotrophic growth in the dark as compared with autotrophic conditions (Laval-
Martin et al., 1981; Ponsgen-Schmidt et al., 1988). PEPC is present in
E. gracilis and shows opposite changes in abundance on transition from
autotrophic to heterotrophic growth conditions (Laval-Martin et al., 1981;
Ponsgen-Schmidt ez al., 1988). The function of PEPCK during heterotrophic
growth is dependent on culture conditions: if E. gracilis is grown on lactate,
PEPCK acts as a decarboxylase and catalyses a gluconeogenic flux from the
lactate (Briand et al., 1981). On the other hand, if it is cultured in the presence of
glucose anaerobically, it is proposed to act as a carboxylase and to be important
in fermentation reactions leading to the production of wax monoesters (Ponsgen-
Schmidt et al., 1988). PEPCK-GTP was purified from E. gracilis to a specific
activity of 20 units per mg of protein (one unit = 1 umol per min), and was
shown to be pure by SDS—PAGE (Ponsgen-Schmidt et al., 1988). However, the
molecular weight was about three times higher than from other organisms: this
surprising observation requires further investigation.

Bacillariophyta (Diatoms)

The diatoms are mostly unicellular and are very abundant members of plankton
in both the sea and freshwaters. There are at least 5600 living species. Most
diatoms are autotrophic; however, many can become heterotrophic under certain
conditions (Raven et al., 1992). PEPCK-ATP was first found in diatoms by
Holdsworth and Bruck (1977). PEPCK-ATP was purified from a diatom and
reported to be homogeneous and to have a molecular weight of 62 kDa.
However, the specific activity was 1000 times less than that of PEPCK-ATP
from other organisms (Holdsworth and Bruck, 1977). The reason for this sur-
prising result needs further investigation. The presence of PEPCK-ATP in
diatoms was confirmed by subsequent studies (Kremer and Berks, 1978;
Appleby et al., 1980; Descolas-Gros and Oriol, 1992). These studies and
Beardall (1989) provided evidence that PEPC and pyruvate carboxylase are
absent in diatoms. Diatoms fed '“CO, rapidly incorporate substantial label into
malate and/or amino acids in addition to 3-phosphoglycerate formed by the
Benson—Calvin cycle (Beardall, 1989; Johnston et al., 2001, and references
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therein). However, label in C4 compounds did not appear before label in 3-phos-
phoglycerate (see, for example, Fig. 4; Mortain-Bertrand et al., 1987) which
suggested that a C4 pathway similar to that in flowering plants was not present.
These observations led to the widely held view that PEPCK acts as a carboxy-
lase. However, Reinfelder et al. (2000) reported PEPC to be present. It is impor-
tant to establish which enzymes capable of carboxylating PEP or pyruvate and
decarboxylating OAA or malate are present in diatoms, and under what culture
conditions. The ratio of labelling of malate and/or amino acids to 3-phospho-
glycerate increases under low light (Beardall, 1989 and references therein). In
the sea, diatoms are subjected to rapid changes in light intensity as a result of
circulation of water from the surface to lower depths (Mortain-Bertrand et al.,
1987; Levinton, 2001). At lower depths where light intensity is low, the synthe-
sis of ATP by the carboxylase activity of PEPCK may be important (Holdsworth
and Bruck, 1977). This may be a similar situation to organisms adapted to cope
with anaerobiosis, which use PEPCK to generate ATP by substrate-level phos-
phorylation, because when the respiration of diatoms exceeds photosynthesis the
O, supply may be limiting in some habitats. It has been proposed that in diatoms
the main role of PEPCK is anaplerotic (see Johnston et al., 2001). However, this
could depend on the species and culture conditions, as in the Euglenophyta. This
requires further investigation. In the light, PEP for the PEPCK reaction is pro-
vided by the Benson—Calvin cycle, and, in the dark, by breakdown of reserve
carbohydrate (Mortain-Bertrand et al., 1987). The amount of PEPCK and the
amount of light-independent fixation of CO, in diatoms are greatly influenced by
the species and culture conditions (Mortain-Bertrand et al., 1987; Descolas-Gros
and Oriol, 1992). For example, the content of PEPCK in a diatom cultured under
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Fig. 4. Immunoblot analysis of PEPCK
and PEPC in brown algae. Extracts of tissues
were subjected to SDS-PAGE and immuno-
96 kDa- ‘ blotting. Antibodies used are described in
Walker and Leegood (1996) and Walker
et al. (2002). Electrophoretic techniques
were performed as described by Walker and
Leegood (1996). 1 = cucumber cotyledons;
1 2 3 2 = maize leaf; 3 = Fucus serratus.
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continuous light was about 20 times less than when grown under a two-hour
light—-two-hour dark photoperiod (Mortain-Bertrand et al., 1987). A recent study
which suggested that PEPCK is a component of a C4-like photosynthetic CO,-
concentrating mechanism under certain conditions (Reinfelder et al., 2000),
similar to that proposed for the aquatic flowering plant Hydrilla verticillata
(Magnin et al., 1997) and the green algae Udotea flabellum (Reiskind and
Bowes, 1991), is strongly disputed (Johnston et al., 2001). Reinfelder et al.
(2000) proposed that PEPC acts as a carboxylase in the cytosol to synthesise
malate, which was subsequently decarboxylated in the chloroplast by PEPCK.
This proposal needs more experimentation to substantiate it. It is possible that
under certain conditions PEPCK may function in the same way as we suggest
for brown algae in the next section.

Phaeophyta (brown algae)

There are about 1500 species of brown algae, many of which are brown sea-
weeds. These often possess a high degree of tissue specialisation (see Chapman
and Chapman, 1973). Brown algae are almost exclusively found in the sea, and
range in size from minute discs to kelps of many tens of metres in length.
PEPCK-ATP was first found in brown algae by Akagawa et al. (1972). Since
this report PEPCK has been subject to much study in this group. Brown algae
are capable of high rates of light-independent fixation of CO,, which varies
between 1 and 8% of the photosynthetic rate when whole organisms are consid-
ered, and up to 85% in the meristem of Laminaria hyperborea (Kremer, 1981).
This figure depends on a number of factors — such as the developmental status of
the thallus, the part of the thallus which is sampled, the temperature, light inten-
sity and supply of inorganic carbon. Brown algae contain appreciable amounts
of PEPCK, for example, Ascophyllum nodosum contains 0.8 units per gram fresh
weight (Johnston and Raven, 1989); similar values were reported for three
species of Fucus (Kiippers and Kremer, 1978; one unit = 1 wmol min~! of sub-
strate converted to product at 25°C, and under other conditions in in vitro assay
in which maximum activity is measured). Furthermore, because of the low
protein content of brown algae, its abundance on a protein basis is similar to that
of the enzyme from leaves of C4 flowering plants (cf. Johnston and Raven,
1989; Walker et al., 2002). In contrast, activities of other potential carboxylases:
PEPC, PEP carboxytransphosphorylase and pyruvate carboxylase are reported to
be low or absent (Kremer and Kiippers, 1977; Kerby and Evans, 1983). These
observations led to the widely held view that PEPCK was responsible for the
light-independent fixation of CO, in brown algae. It should be noted that
PEPCK also fixes CO, in the light (Kremer, 1981, 1984). In A. nodosum, light-
independent fixation of CO, in the light was much greater than in the dark (see
Johnston and Raven, 1989). Experiments using '*C suggested that under dark-
ness PEP is provided by breakdown of mannitol and subsequently glycolysis,
whereas in the light it is provided by 3-phosphoglycerate — the primary product
of photosynthesis (Kremer, 1981, 1984).
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In Laminaria digitata, L. hyperborea, L. saccharina and Fucus vesiculosus,
the ratio of the amount of PEPCK to RuBisCO varies greatly between different
parts of the thallus. The ratio of incorporation of *CO, by light-independent
fixation to that of photosynthesis was similar to the ratio of PEPCK to RuBisCO
in different parts of the thallus (Kiippers and Kremer, 1978). In general the
highest PEPCK activity was associated with growing regions, and RuBisCO
with the mature thallus. In early spring, the blade of L. hyperborea starts to
grow; however, light intensity is less than that required to sustain its growth
(Liinning and Dring, 1979; Kiippers and Weidner, 1980). In this situation,
PEPCK is proposed to have an anaplerotic role. To sustain growth, stored man-
nitol is metabolised by glycolysis, and a proportion of the PEP so produced is
carboxylated by PEPCK. The OAA is used to replenish the Krebs cycle
(Weidner and Kiippers, 1982). PEPCK was proposed to be used as a carboxylase
because, unlike PEPC, it produces ATP (Weidner and Kiippers, 1982).

However, in brown algae PEPCK is likely to have additional roles. The
observation that O, has little inhibitory effect on the photosynthesis of brown
algae (Kremer, 1980 and references therein) raised the possibility that PEPCK
may play a role in a photosynthetic CO,-concentrating mechanism. High short-
term fixation of '*C into malate and aspartate led to the suggestion that a C4
cycle operated in brown algae (Weidner and Kiippers, 1973; Joshi et al., 1974).
However, subsequent work showed that the label from malate and aspartate was
not rapidly transferred to sugars, which showed that brown algae were not C4
plants (Kremer and Kiippers, 1977). The possibility that the photosynthetic CO,-
concentrating mechanism was similar to CAM was raised by the observation
that there was an increase in titratable acidity during the night in A. nodosum
that is paralleled by an increase in malate (Kerby and Raven, 1985; Johnston and
Raven 1987). These observations were consistent with a mechanism that is in
some ways similar to CAM (Kerby and Raven, 1985; Johnston and Raven,
1987). This view is supported by the observations of Axelsson et al. (1989a,b)
and Axelsson (1991), who showed that when the uptake of carbon from the
medium was inhibited, CO, for photosynthesis was likely to be provided by its
release from an internal store. In brown algae, light-saturated photosynthesis in
red light can be increased up to five-fold by blue light, and it has been demon-
strated that under red light photosynthesis is not saturated by the concentration
of inorganic carbon in normal sea-water (Schmid and Dring, 1996a,b and refer-
ences therein). However, the rate of photosynthesis is increased when the con-
centration of inorganic carbon in sea-water is increased, and this abolishes the
stimulation of photosynthesis by blue light. These results led to the suggestion
that blue light leads to the mobilisation of a storage metabolite formed by the
light-independent fixation of CO,, and that this mobilisation releases CO,, which
is used in photosynthesis (Schmid and Dring, 1996a,b).

As pointed out by Schmid and Dring (1996a,b) much more work is needed to
establish the enzymatic basis of this mechanism. In brown algae, PEPC is not
thought to be present, low activities of a malic enzyme have been reported
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(Akagawa et al., 1972), and pyruvate orthophosphate dikinase is absent.
However, in many tissues it is very difficult to reliably measure the activity of
some enzymes; for example, it was difficult to establish the presence of PEPCK
in maize leaves and the proposed presence of NAD—malic enzyme in the leaves
of NADP-malic enzyme monocots. In addition, it is very difficult to prepare
extracts of brown algal tissues for subsequent analysis (Marsden et al., 1981;
Kerby and Raven, 1985). When blots of SDS—-PAGE gels loaded with brown
algal extracts were probed with antibodies raised against PEPCK from flowering
plants (Walker et al., 2002) the antibody strongly recognised the brown algal
enzyme (Fig. 4). PEPCK from Fucus serratus was found to have a molecular
mass of 62 kDa after SDS-PAGE and immunoblotting (Fig. 4). Similar results
were obtained with F. vesiculosus and L. saccharina (R. P. Walker, unpublished
observations). For F. serratus, the 62 kDa band copurified with PEPCK activity
during both ammonium sulphate fractionation and ion-exchange chromatography
(R. P. Walker unpublished observations). PEPC was not detected on a blot of an
extract of F. serratus probed with an antibody against the enzyme from a
flowering plant (Fig. 4). This was probably because the enzyme was not present
because no PEPC activity could be detected in an extract of the brown algae, but
it could be found if it was coextracted with the leaf of cucumber, which suggests
that PEPC was not inactivated upon extraction of the brown algal tissues (R. P.
Walker, unpublished observations). Similar results were obtained with F vesicu-
losus and L. saccharina (R. P. Walker, unpublished observations). This shows
that at least some of the many available antibodies raised to enzymes from
flowering plants are suitable for use with these algae. The immunoblot suggests
that PEPCK from brown algae does not have the N-terminal extension possessed
by the enzyme from flowering plants. A similar size was reported for the enzyme
from the brown algae A. nodosum by gel filtration and SDS—PAGE of the purified
protein, which suggests that the enzyme is a monomer (Kerby and Evans, 1983).
However, as pointed out by Johnston and Raven (1989) the value of the specific
activity of this purified enzyme was very low — about 200 times less than that of
PEPCK-ATP from other sources. Whether this